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Individuals draw conclusions about possibilities from assertions that make no explicit reference to them.
The model theory postulates that assertions such as disjunctions refer to possibilities. Hence, a disjunc-
tion of the sort, A or B or both, where A and B are sensible clauses, yields mental models of an exhaustive
conjunction of possibly A, possibly B, and possibly both A and B, which each hold in default of
information to the contrary. Oaksford, Over, and Cruz (this issue) are critical of the model theory and
defend a probabilistic approach to reasoning. In this reply, we deal with their three main claims: (a) Our
results concern only the periphery of their probabilistic theory. We show that they refute their theory
insofar as it applies to possibilities. (b) The model theory leads to logical absurdities. We rebut this
criticism as it applies to the model theory in Hinterecker, Knauff, and Johnson-Laird (2016), and explain
why standard modal logics, which concern possibilities, do not set appropriate norms for inferences about
them. (c) The algorithm for reasoning based on models needs a normative theory. In fact, it has such a
theory, but the demand for “a specification of a sound, complete, and decidable normative system” is
chimerical for everyday reasoning.

Keywords: disjunctive reasoning, mental models, modal reasoning, possibilities, probabilities

Suppose you know that you are slightly deaf in your left ear or
your right ear. Is it therefore possible that you are slightly deaf in
your left ear? Of course it is. Everyone makes such inferences.
They also make similar ones that we abbreviate here, using A and
B to stand for sensible propositions, and not-A to denote the
negation of A:

A or B or both.

Therefore, it is possible that A.

Therefore, it is possible that B.

Therefore, it is possible that A and that B.

Therefore, it is impossible that not-A and that not-B.

We reported such inferences in a previous article (Hinterecker,
Knauff, & Johnson-Laird, 2016). You may well think that they are

unremarkable. We agree. But they matter, because some theorists
take for granted that the primordial laws of logic are built into
human reasoners, and that inferences that do not follow these
precepts are impossible or absurd. This view is mistaken: there are
infinitely many modal logics, which deal with possibilities, but
they differ in their axioms and interpretations. Yet, in all of them,
the inferences above about possibilities are invalid. For example, if
A is impossible, but B is true, then the premise A or B or both is
nevertheless true in all modal logics, but the conclusion, it is
possible that A, is false. So, the inference is invalid, because
validity demands that a true premise yields a true conclusion.

So, what mental processes underlie these inferences? Our ex-
planation comes from the theory of mental models, which has a
long history from Johnson-Laird (1983) onward, but which has
undergone recent revisions (see Khemlani, Hinterecker, &
Johnson-Laird, 2017). It proposes that a disjunction, A or B or
both, has mental models of a conjunction of three possibilities:

A

B

A B

They each hold by default, that is, only if there is no information
to the contrary. Because the disjunction refers only to these pos-
sibilities, reasoners agreed that not-A and not-B is impossible
(Hinterecker et al., 2016).
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Oaksford, Over, and Cruz (this issue) take exception to the
model theory. We thank them for their critique. We all want to
understand reasoning, and their expert criticisms helped us to
clarify the theory. They propose a probabilistic approach to rea-
soning, which is part of a general turn to probabilities in thinking
about cognition. The model theory too elucidates reasoning about
probabilities, whether numerical (e.g., Khemlani, Lotstein, &
Johnson-Laird, 2015) or non-numerical (Fontanari, Gonzalez, Val-
lortigara, & Girotto, 2014). People say that it is barely possible that
Trump will be reelected, and they can give a numerical estimate of
the probability; for example, the probability is 20%. A major
puzzle is where the numbers in such estimates come from. The
model theory postulates that they are derived from models of
possibilities, which are a simple and fundamental sort of uncer-
tainty (Khemlani et al., 2015). They are built into the process of
human reasoning and are a precursor to numerical probabilities.

Oaksford and his colleagues propose a pragmatic account of
possibilities in which “a conclusion is possible if what someone
knows cannot rule it out.” This claim cannot be the whole story. It
has nothing to say about how people formulate their own conclu-
sions about possibilities. And consider this assertion:

It is possible for Trump to be reelected, but not possible that he will be.

According to the pragmatic account, its first clause implies that the
speaker cannot rule out the possibility of Trump’s reelection, whereas
its second clause implies that the speaker can rule out the possibility.
So, the assertion ought to be a self-contradiction, just as it is in any
normal modal logic. Yet, it isn’t, and it strikes us as true. Another
problem for modal logics, and perhaps for probabilities, is illustrated
in this assertion:

Hillary lost, but she might not have.

It is a common claim and could be true. It asserts that Hillary
lost, which rules out the possibility that she did not lose. It is a
self-contradiction in normal modal logics, because they fail to
distinguish between possibilities and counterfactual possibilities,
that is, those that were once possible but that did not happen (see
Byrne, 2005; Johnson-Laird & Byrne, 2002). Without this distinc-
tion, neither modal logics nor the pragmatic account can provide
normative prescriptions for human reasoning.

Oaksford and colleagues make three main arguments against the
model theory, which we now consider.

Our Results Concern Only the Periphery of Their
Probabilistic Theory

They argue that the probabilistic-conditional is the core of their
approach, and that as our article does not deal with conditionals—
assertions of the sort, if A then B—it is peripheral to their theory.
But, the probabilistic-conditional is a part of a broader probabilis-
tic logic, which, as our article showed, cannot explain inferences
from one sort of disjunction to another:

A or B but not both.

Therefore, A or B or both.

It is probabilistically valid (p-valid), because as they write: “A
single premise argument is p-valid if and only if the probability of its

premise cannot be coherently (consistent with probability theory)
greater than the probability of its conclusion: Pr(premise) � Pr(con-
clusion).” But, the participants in our experiment rejected the infer-
ence on 97% of trials. You might suppose that the clash between the
tags, “but not both” and “or both,” inhibits the inference, but reasoners
make the converse inference, which has the same clash, reliably more
often—and the model theory explains why (see Hinterecker et al.,
2016).

In Hinterecker et al. (2016), reasoners violated probability logic
in more fundamental ways. It is axiomatic that the probabilities of
mutually exclusive and exhaustive events should sum to a proba-
bility of 1, or equivalently 100%. When our participants estimated
the probabilities of the four cases in the partition of disjunctions,
A or B or both, most of them made estimates of each of its four
cases, A and B, A and not-B, Not-A and B, and Not-A and not-B,
that summed to well over 100%: The overall means summed to
191% (for similar errors, see Khemlani et al., 2015). Our partici-
pants were sensitive to probabilities: They were biased against
inferring conclusions that they judged to be improbable, and yet,
from their own estimates of probabilities, they often inferred
conclusions that were less probable than the premises, contrary to
probabilistic logic.

If these errors do not strike at the center of the probabilistic
theory, they nonetheless refute it. And they accord with claims
attributable to other proponents of the turn to probabilities:
“Bayesian brains need not represent or calculate probabilities at all
and are, indeed poorly adapted to do so. . . . [W]ith finite samples,
[the brain] systematically generates classic probabilistic reasoning
errors” (Sanborn & Chater, 2016, p. 883). The program imple-
menting the model theory of probabilities has a mechanism that
predicts these fallacies (Khemlani et al., 2015), which we describe
below.

The Model Theory Leads to Logical Absurdities

A typical dog barks, has fur, wags its tail, and has many other
such characteristics. So, when you hear about a dog called Fido,
you can infer any of these properties by default. If you then learn
that Fido is mute, bald, and tail-less, you do not infer that he is not
a dog. You merely withdraw your default inferences about his
doggyhood. It is similar with the default inferences of possibilities
from disjunctions. When one default possibility is denied, you
withdraw it, but not the disjunction. Denial transforms a conjunc-
tion of default possibilities into a disjunction, and its refutation
takes a denial of all of them. That is why conjunctions in logic
should not be confused with conjunctions of defaults. You should
no more use orthodox logic to assess the model theory’s inferences
than you should rely on the laws of cricket to adjudicate a game of
baseball.

When Oaksford and colleagues argue that the model theory
leads to at least six logically absurdities, they may have overlooked
this point, because much of their critique relies on orthodox logic.
The absurdities do not arise in the model theory or its implemen-
tation in the mSentential program, which is described in Khemlani
et al. (2017) and its source code is downloadable from http://
mentalmodels.princeton.edu/models/. We summarize the critics’
six alleged absurdities in their own words, and rebut them:
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1. “A or B and it is possible that A or B must share the same
mental representation.” Not so, because the models of the
latter allow that not-A and not-B is possible, whereas
models of the former do not.

2. “If A and B are jointly contingent, just about every
ordinary disjunction must be true.” Not so, because their
joint contingency allows not-A and not-B as an outcome,
but the ordinary disjunction of A or B does not.

3. “An exception [to the previous claim] is the classical
tautology A or ¬A, which is false because A & ¬A is not
possible, not logically and not epistemically.” Not so.
The interpretation of A or ¬ A, where “¬” symbolizes
negation, yields the conjunction of two possibilities: the
disjunction’s first clause and the negation of its second
clause, and the negation of its first clause and its second
clause. The conjunction of these two possibilities is
bound to be true, that is, it is a tautology:

A

¬ A

The conjunction of A and ¬ A is not possible, and so it
yields the null model akin to the empty set, which is a
subset of all sets. It has no effect on interpretation.

4. “The fundamental inference of or-introduction (A, there-
fore, A or B), which is p-valid, is rendered invalid [in the
model theory].” Not so. But, this point is subtler than the
previous ones. The mental model of the premise is:

A

and the mental models of the conclusion refer to three
possibilities:

A

B

A B

The premise matches the first of these possibilities, but
provides no support for the possibility of B, and so, as the
program shows, the premise yields a valid inference:

Therefore, it is possible that A or B or both.

5. “If or-introduction is invalid, then A and ¬ (A or B) are
consistent.” Not so. The model of the negated disjunction
is: not-A and not-B, which contradicts the model of the
first assertion, A.

6. “People can never commit the disjunction fallacy of
judging that Pr(A) � Pr(A or B).” That is, they should
never infer that the probability of A is greater than the
probability of A or B or both. Not so. The model theory’s
program for probabilistic reasoning, which we mentioned
earlier, implements a primitive mechanism for inferring
the probability of a disjunction from estimates of the
probabilities of A and of B: it takes a rough average of
the two probabilities. People who have not mastered the
probability calculus err in exactly this way (Khemlani et
al., 2015), and so it is common for their estimates for the

probability of A to be greater than those for the proba-
bility of A or B or both.

The Algorithm for Mental Models Needs a
Normative Theory

Oaksford and colleagues make insightful claims about norms
and levels of theorizing. As they say, theories of reasoning do need
to describe both what the mind computes (a theory at the compu-
tational level) and how the mind computes it (a theory at the
algorithmic level). The model theory, they claim, needs a norma-
tive theory at the computational level. In fact, such a theory has
existed for a long time: reasoners drawing their own conclusions
should aim to maintain semantic information, to simplify, and to
reach a new proposition that is not explicit in the premises (see,
e.g., Johnson-Laird, 1983, p. 40, and the section “A theory at the
computational level,” in Chapter 2 of Johnson-Laird & Byrne,
1991). The maintenance of semantic information guarantees that
an inference is valid in that its conclusion is true in every case in
which its premises are true (Jeffrey, 1981, Chapter 1). Some
psychologists suppose that this definition of validity applies only
to classical logic. But, in fact, all you need to know to evaluate
inferences is when assertions are true. The model theory gives such
an account of the meanings of compound assertions (in terms of
exhaustive conjunctions of possibilities), and so the normative
account above applies to it too.

Oaksford and his colleagues demand that a normative theory be
complete, decidable, and, as Oaksford and Chater (1991) argued,
computationally tractable. But, reasoners make inferences in do-
mains that are provably incomplete, undecidable, and intractable
(see Jeffrey, 1981, Chapters 6 and 7; Ragni, 2003; Ragni &
Knauff, 2013). Sentential reasoning, the focus of the studies under
discussion (Hinterecker et al., 2016), is intractable. Its normative
account cannot determine the status of every inference in a trac-
table amount of time.

The human system for reasoning about possibilities, Oaks-
ford et al. argue, should be consistent, because it could not
otherwise be acquired or have evolved. Yet, inconsistent infer-
ential systems have evolved (see Shafir, 1994), and no proofs
exist for the consistency of most cognitive theories, including
the probabilistic theory of how people select evidence to test
hypotheses (Oaksford & Chater, 2007, Chapter 6). In contrast,
the model theory predicts that inferences about possibilities
should be systematically inconsistent. Individuals should tend
to accept inferences, such as:

It is possible that Ann is married and it is possible that Ben is single.

Therefore, it is possible that Ann is married and that Ben is single.

But, they could realize that the inference is invalid, especially
with clues from its content, for example, when the second clause
is: Ann is single. The difference depends on whether they rely on
their intuitions alone (implemented in mSentential’s system 1) or
on deliberations (implemented in its normative system 2). Many
such inconsistencies in inferences are robust (Khemlani &
Johnson-Laird, 2017). To the best of our knowledge, the model
theory is unique in predicting them.
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Conclusions

Is it possible that the model theory is wrong? Of course. But, it
yields a better fit than the probabilistic theory for the data on
syllogistic reasoning (Khemlani & Johnson-Laird, 2013) and for
the data on how people select potential evidence to test hypotheses
(Ragni, Kola, & Johnson-Laird, in press). It also fits the data on
inferring possibilities from disjunctions that make no explicit
reference to them (Khemlani et al., 2017). Oaksford and colleagues
make many cogent points, but their criticisms of the model theory
seem to call for changes in its exposition rather than in its princi-
ples. They view the probabilistic conditional as central to their
approach, and that may be why, unlike the model theory, they have
no algorithm for many sorts of reasoning, such as spatial, temporal,
and causal inferences. It would be instructive to carry out an
experiment to find out which approach—probabilistic or model-
based—makes more accurate predictions about modal inferences.
But, it cannot be done, because probabilistic logic has no theory of
the domain. Its authors hint at a pragmatic account instead of one
based on meanings. But, even if such an approach accommodated
counterfactual possibilities, it seems likely to make much the same
assumptions about possibilities as the model theory. Possibilities
can underpin probabilities (see Khemlani et al., 2015), but prob-
abilities cannot underpin possibilities. They cannot distinguish
between certainty and necessity, no more than they can distinguish
between mud causes rain and rain causes mud (Pearl, 2009) or
rain causes floods and rain allows floods (Frosch & Johnson-
Laird, 2011).
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