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ABSTRACT

The commentators of our target article present several detailed arguments to refute the opposing theory. The real issue, however, seems to be the fundamental question of how the mind represents the content of beliefs. We distinguish between qualitative, quantitative and comparative approaches to modeling uncertain beliefs. We describe which theory falls into which of these classes. We also argue that the comparative level is the most fundamental, and challenge commentators to justify why they think that beliefs have more or less structure in the human mind than can be captured at the comparative level.
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Understanding how people arrive at (rational or irrational) beliefs, how they make inferences, and how they evaluate arguments is important for basic cognitive research, but it is also important in times when humankind is facing fundamental challenges (Knauff & Spohn, 2021a). But, why, then, are there so few researchers studying human reasoning today? At least compared to other fields of psychology such as learning, memory, emotions, or perception? Phil Johnson-Laird told us that Douglas Medin (when he was editor of Psychological Review) once remarked that he knew of no field as full of controversy as the psychology of reasoning. Perhaps this has hurt the field. Maybe many have been scared away by the continuing controversies and the multitude of contradictory theories and have therefore turned to other fields. We ourselves know people who have for this reason withdrawn from our field of research.

With our target article, we wanted to settle at least some disputes in the psychology of reasoning. We thank all commentators for their astute thoughts on our target article. The encouraging thing about the commentaries is that Douven and Oaksford agreed that the term “new paradigm”
might be questionable, albeit a brilliant marketing trick. However, our critique of this notion was not the main intention of our target article. Rather, it was to show where the struggle between probabilistic theories of reasoning and mental model theory could be transformed into a fruitful collaboration. The discouraging lesson, however, is that we seem to have underestimated how large the gap is between advocates of the Bayesian approach and mental model theory. In fact, the commentators from the Bayesian camp mostly repeated their criticism at mental model theory already expressed elsewhere. Most of the criticisms are theoretical, not empirical. Johnson-Laird and Khemlani present a remarkable list of results the probabilistic approach cannot explain. Most of the criticisms are empirical, not theoretical.

In this reply, we still plea for more collaboration between the different camps, both on a theoretical and an empirical level. But rather than examining each of the commentators’ arguments point-by-point, we will address their commentaries by focusing on a more fundamental question that applies to both approaches and allows us to understand their commonalities and differences. Identifying these can lead to progress in the field, as we still argue.

The real issue between the different approaches seems to be how the mind represents the content of beliefs. The first question is: What is it what we believe, disbelieve, consider plausible or probable, etc.? It might be uncontroversial that these are not the actual utterances, sentences, premises, or conclusions presented to people, but the propositions that mentally represent these linguistic entities. The next question relates to the many forms of beliefs or, more generally, epistemic states. This seems to be the main reason of the controversies. The crucial point is that epistemic states can be characterized in a qualitative or quantitative way. Computer scientists have shown that it is difficult to define what exactly "quantitative" means, since there is a spectrum of possible representations (e.g., Forbus et al., 1991). However, a representation that includes all real numbers R from the interval [0,1] can clearly be called quantitative, since it can be used as a continuous measure of something that is given in degrees. Using subjective probabilities is thus a quantitative way of characterizing beliefs, while using mental models representing possibilities is not. Model theory rather characterizes beliefs qualitatively by sets of distinct entities.

Certainly, the qualitative level is indispensable. It is too deeply rooted in everyday discourse. Not all our beliefs have the form of quantitative degrees. In many situations in daily life, people simply believe or disbelieve something, for example, we know for sure that we are now sitting in our office at University of Giessen and definitely not at a beach in California. Thus, a person’s epistemic state can be characterized qualitatively simply as a set of discrete beliefs that are "accepted," "endorsed," or "maintained" by the person at that point in time. In reasoning experiments, therefore, for decades participants had only to decide whether an inference is valid
or invalid (according to standard logic). Classical mental model theory has made the most important contributions to our understanding of the underlying cognitive process. It has shown that people represent the premises of reasoning problems in distinct mental models, which are then inspected for new information not explicitly given in the premises. Although model theory has recently undergone substantial revisions, it maintains the key idea that models are distinct qualitative representations and that inferences follow necessarily if they have no counterexamples. Other assumptions also remain unchanged and all refer to qualitative representations: The more models that have to be taken into account, the harder an inference is and a frequent cause of errors is to overlook an alternative model of a possibility. Even Oaksford concedes the importance of such qualitative small-scale models of the world and their importance in human reasoning.

Certainly, the quantitative level is also indispensable. Many of our beliefs come in different degrees. Our beliefs are often more or less certain. For Bayesians the qualitative account is too simplistic and psychologically implausible. For example, we believe that Mike Oaksford is now in London, but we are not certain. In daily life, we have many words to express our degree of beliefs in this quantitative way. We speak of probabilities, plausibility, likeliness, uncertainty, and the like. The so-called “new paradigm” deserves credit for bringing this fact back to the attention of reasoning researchers. One of its key ideas is cogent. We need to account for the fact that human beliefs are inherently uncertain and reasoning is concerned with updating of uncertain beliefs. Thus, we can rarely be certain of the truth of the premises over which we reason (Chater & Oaksford, 2021; Oaksford & Chater, 2020). The other idea is that degrees of belief can be captured by Bayesian probability theory, a mathematical theory of how to reason with degrees of belief. The general form for the probability of a proposition, $q$, is $P(q|B)$, that is, any probability assignment is conditional on background knowledge $B$ (Oaksford & Chater, 2020). The key question, however, is whether the quantitative approach of Bayesian probability theory is the only way to characterize beliefs that come in degrees. Here some clarifications are necessary. Of course, Oaksford knows that people flounder with the easiest probability problems (e.g., Dasgupta et al., 2020; Sanborn & Chater, 2016). Therefore, Oaksford and other supporters of the probabilistic account say that their approach is qualitative, not quantitative (Oaksford & Chater, 2009). They justify this by assuming that the human cognitive system does not perform actual Bayesian computations, but uses, for example, learning and sampling methods to calculate probabilities (e.g., Dasgupta et al., 2020; Sanborn & Chater, 2016; see also Politzer & Baratgin, 2016). However, this claim is nevertheless mathematically incorrect. If the degree of a belief is mapped to all real numbers between 0 and 1 or percentages between 0 and 100%, this is a quantitative representation, even if no exact Bayesian calculations are performed. Oaksford might know that but nevertheless frequently uses
the term “probabilistic brain” without spelling out where the brain in fact does probabilistic computations and where it does not.

Another argument from Bayesians is that the qualitative concept can be translated into a quantitative one. For instance, in his commentary, Douven argues that, ideally, we assign probability 1 to all truths and probability 0 to all falsehoods. Similarly, Oaksford (2015) already argued that human deductive reasoning simply is reasoning with the probabilities 0 and 1. The problem with this account, however, is that it fails to distinguish between those truths that are necessary and those that are certain. Moreover, a neuroimaging study from our group has shown that deductive and probabilistic reasoning are qualitatively distinct and also rely on distinct neuronal processes (Gazzo Castañeda et al., 2023). A further problem is that Douven’s commentary raises the difficult question of how weak a belief should be so that it still counts as a belief. Do you believe A when your subjective probability for it is greater than 0.5, or 0.75, or only when it is equal to 1? Several accounts in artificial intelligence and mathematical philosophy try to combine the qualitative and the quantitative beliefs in that way (e.g., Leitgeb, 2017). In psychology, Oberauer and Wilhelm (2003) conducted experiments showing that if people have a continuous degree of belief in a conditional “if p, than q” but are forced to choose between “true” or “false,” they set a threshold such that a degree of belief larger than the threshold is considered sufficiently high to warrant a “true” response, and a degree lower than the threshold result in a “false” response. Unfortunately, this threshold idea found only little resonance in cognitive research. The main reason might be that the threshold between belief and disbelief is difficult to determine empirically and may vary in different areas of discourse and among different individuals.

There is, in fact, a third way to characterize the structure of beliefs, which we call the comparative level (Knauff & Spohn, 2021b; Spohn, 2012). On this level, a proposition is considered more or less plausible, credible, or certain than another. This level lies somehow between the quantitative and qualitative levels. For example, we can believe that it is more likely that Igor Douven is now in Paris than that he is in Tokyo. It is, however, not necessary to say how much we believe one more than the other. Most generally, a comparative conception of epistemic states is associated with a set a plausibilities, which are elements in a partially ordered space. The only real requirement is that if A is a subset of B then the plausibility of A is less than equal to the plausibility of B (Halpern, 2017). Computer scientists have shown that in fact every other representation of uncertainty can also be viewed as a plausibility measure on the comparative level. The comparative level corresponds to the ordinal scale in psychological measurement theory (Luce et al., 1990; Stevens, 1946), and it is widely recognized that most measures collected by participants in the psychological sciences achieve ordinal but not the quantitative, interval status. Thus, mathematical methods using more than the relative rank-order of data ought not to be used (Luce et al., 1990). There is ample evidence that comparisons and rank-orders are deeply rooted in human cognition (e.g., Hansson & Grüne-Yanoff, 2022; Hausman, 2012). They lead to different actions and
people use comparisons to develop attitudes toward a set of objects or events that are usually reflected in an implicit or explicit decision or choice (Lichtenstein & Slovic, 2006). The comparisons typically correspond to relations, which are also omnipresent in everyday life. Reasoning with the relations has been studied extensively and there are detailed cognitive theories about how people reason with relations on the comparative level (Goodwin & Johnson-Laird, 2005; Holyoak & Lu, 2021; Knauff, 1999, 2013; Knauff et al., 2004, 2013; Krumnack et al., 2011). Philosophers have developed sophisticated formal models for representing beliefs in rank orders and their dynamics that make less strict mathematical assumptions than probability theory, but still allow us to express differences in the degree of beliefs (e.g., Spohn, 2012).

A key advantage of the comparative level is that it forces researchers to justify how much structure a belief needs. Does, for instance, the belief at the comparative level “It is more plausible that Igor Douven is in Paris than that he is in Tokyo” have enough structure? Or do we need more structure such as in “The probability that Igor Douven is in Paris is 67% and that he is in Tokyo is 33%”? Or even less structure such as in “Igor Douven is in Paris and not in Tokyo”? The key questions are thus:

- Do beliefs have more structure in the human mind than can be captured at the comparative level, as implied in Bayesian theories of reasoning?
- Do beliefs have less structure in the human mind than can be captured at the comparative level, as suggested by mental model theory?

Advocating Bayesian probability theory as a general framework for human reasoning means to answer the first question with a clear “yes.” This “yes,” however, has strong mathematical implications: the difference between each two beliefs should be equal, there should be an absolute zero point, and the probabilities assigned to an exhaustive set of beliefs should add up to 100%. This raises three main cognitive questions: First, what is the meaning of all these assumptions when we talk about beliefs that people hold about the objects in the world and their relations? For instance, what is the cognitive meaning of this zero-point in terms of degrees of beliefs? Which mathematics do we want to allow for a cognitive scale of beliefs? Do we want to allow researchers to compare the intervals or differences between beliefs on the probability scale? Or can we go forward with less demanding requirements? It might be enough to simply depict the order or rank of beliefs without actually establishing the degree of variation between them. Second, are the mathematical assumptions supported by empirical evidence? Do people follow all or at least some axioms of Bayesian probability theory when dealing with uncertain beliefs? Several experiments speak against this. For instance, studies have shown that the additivity axiom is often violated (Hinterecker et al., 2016; Khemlani et al., 2012, 2015). We admit that the situation is somewhat more complicated, since these issues might apply differently to the normative and
descriptive levels of theory or, as Oaksford and others prefer to say, to the computational and algorithmic levels in Marr’s terminology. Moreover, we already mentioned that Bayesians argue that the cognitive system does not perform actual Bayesian calculations. But, still, there are many alternatives to representing degrees of belief quantitatively as probabilities (Dubois & Prade, 2021; Halpern, 2017). So why should we use Bayes theory as a descriptive and normative theory of human rationality? Why not use another theory? And third: How general is the Bayesian approach to reasoning? In his commentary, Oaksford claims that there is a broad consensus that intelligent decision-making and reasoning are implemented probabilistically in the brain. He also argues that probabilistic theories of reasoning are part of a new, progressive development that spans the brain and cognitive sciences, called Bayesian cognitive science. He cites several research papers in support of this thesis. However, a growing number of scientists are already questioning the generality of the Bayesian framework. In the field of artificial intelligence (AI), Judea Pearl was a key figure in the effort to enable machines to think probabilistically. Today, he is one of the most vocal critics of this development. In his latest book, he argues that AI suffers from a complete misinterpretation of what intelligence actually is. He argues convincingly that the field of AI is stuck in probabilistic associations but unable to compute cause and effect (Pearl & Mackenzie, 2018). Other leading experts in AI concede that probabilistic machine learning methods work well on large datasets but criticize the lack of language and representation and that many stable states of the network perform the same tasks (Van Benthem et al., 2021). In psychology, a growing number of researchers are also criticizing the incompleteness of probability theory’s much-vaunted claim to generality. Recently, for example, Szollosi et al. (2023) provided a theoretical analysis of what people need to do with uncertainty in cognitive tasks. Their analysis found that the use of probabilistic concepts often hides essential, non-probabilistic steps that people must take to solve cognitive problems. So, certainly, if Bayesianism were as general as its proponents claim, this would lead to a laudable unification in the field. Johnson-Laird and Khemlani are quite right that the multiplicity of explanations for even small empirical findings is a scandal that calls into question the scientific merits of reasoning research. We are here not saying that Bayesianism is useless for the psychology of reasoning. But we are saying that its much-vaunted claim of generality is unwarranted for several reasons.

Advocating mental models as a theory of human reasoning means to answer the second question with “yes.” But, again, this “yes,” has strong implications: Classical model theory did not try to deal with uncertainty until it explained how naïve individuals make extensional judgments of probabilities (Johnson-Laird et al., 1999). Thus, it has been substantially revised in the last decade. The key of this revision is that models represent possibilities to which the meanings of natural expressions refer. Oaksford as well Douven and Cruz see here a lack of a clear normative theory.
This is astonishing, as some advocates of the new paradigm have emphatically argued against the comparison of human reasoning with any normative standards (Elqayam & Evans, 2011). In our target article, we already argued that probabilistic theorists need to achieve more agreement on the role of normativity, especially if they want to be considered a “new paradigm.”

In their commentaries, Over and Cruz argue that the revised mental model is difficult to falsify. We agree with this in part, as the principle of pragmatic modulation does indeed lead to an indefinite number of meanings of conditionals (Johnson-Laird & Byrne, 2002). However, it is also a fact that Johnson-Laird and Khemlani present a long list of experimental results that either falsify probabilistic theory or at least cannot be explained by it. None of the new paradigms provides such a list of empirical evidence. They are concerned with completeness, consistency, etc. It is obvious that they have yet to show robust results predicted by probability theory but disproving model theory. This seems to be the reason why they argue mainly theoretically, not empirically (Hinterecker et al., 2019). On the long run, however, the key question is: does a psychological theory make corroborated predictions?

To return to the comparative level. The good news is that both frameworks are in principle open to this characterization of uncertain beliefs. Within the so-called “new paradigm,” some researchers have suggested using the Ramsey test to determine the degree of belief in a conditional assertion by comparing the likelihood of p&q to p&not-q (Evans et al., 2003). This approach is closer to the comparative level than the Bayesian approach, and, interestingly, closer to mental model theory as it can be seen as a “simulation heuristics” (Evans & Over, 2004, p. 119) based on mental models. Within mental model theory, Khemlani et al. (2015) have suggested that people construct an iconic model based on the proportions of naive probabilities (see also Johnson-Laird et al., 1999). This iconic model can be imagined as a line whose length represents the probability of an event. The longer the line, the greater the probability (López-Astorga et al., 2022). The interesting feature of this iconic representation is that additional evidence can make people shift this line into a higher or lower probability, allowing people to compare and average the probability of different events. In principle, this approach represent beliefs quantitatively in terms of probabilities, both extensionally and intentionally, but it can also be used for belief representation on the comparative level (Khemlani et al., 2015; see also Johnson-Laird et al., 1999).

Knauff (2013) and Ragni and Knauff (2013) developed an extension of model theory in which models are rank-ordered according to their plausibility. In preferred model theory, people first construct a preferred mental model that is most plausible based on their prior knowledge. The preferred models are even similar in different cultures (Knauff & Ragni, 2011). Alternative models are constructed only if this preferred model is inconsistent with further information. Then the second most plausible model
is constructed, then the third most plausible, and so on. The ranking of the models is represented in a neighborhood graph, where the number of edges represents the similarity to the preferred model. Although the theory is currently just spelled out for reasoning with spatial and temporal relations, it shows that model theory is compatible with a non-quantitative characterization of beliefs on the comparative level (see also Jahn et al., 2007; Knauff, 1999; Knauff et al., 2004).

So, is it possible to find a shared view of how the mind represents the content of beliefs? Should we model beliefs qualitatively, quantitatively, or comparatively? The comparative level seems to be the most fundamental (Knauff, 2013; Spohn, 2012). Researchers should explain why they postulate more or less structure in their theories about beliefs in the mind. Johnson-Laird and Khemlani say that collaborations among theoretical adversaries are seldom fruitful because neither side likes to give up ideas. This is not our experience. In fact, we two (MK and LEGC) have quite different opinions on many questions of reasoning research. Yet, we do perceive this as a benefit, not a burden. In the reasoning community, we can thus imagine more fruitful collaboration within Kahneman’s concept of adversarial collaboration, in which experiments are jointly designed and conducted by people with competing hypotheses (e.g., Mellers et al., 2001). The harder task might be on the normative side anyway. For Spohn (2011) normativity defines the borderline between science and humanities. We would even argue that normativity is particularity important for psychology, intersecting natural science, social science, and humanities. The history of psychology has shown us how speculative theories can be without such normative standards. But where does the psychology of reasoning stand today? Several normative features of Bayesian probability theory are psychologically implausible. Revised model theory might be too flexible in some of its normative assumptions. And Bayesians seem to assume that the Bayesian conception of probability is the only normative theory for human cognition—despite the fact that there are many normative alternatives for dealing with uncertainty, for example, possibility theory, imprecise probabilities theory, plausibility theory, Dempster-Shafer theory of belief functions, ranking theory, etc. (see Dubois & Prade, 2021; Halpern, 2017). Ranking theory, for example, is a normative theory of the dynamics of beliefs at the comparative level (Kern-Isberner et al., 2021; Spohn, 2012), which can also be useful for modeling human reasoning (Skovgaard-Olsen, 2016). The problem, we think, may be that psychologists are not sufficiently aware of the many normative theories for dealing with uncertain beliefs, although they could also help in developing descriptive theories of how beliefs are represented in the mind.
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