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Competing phases of interacting electrons in twisted 

bilayer graphene and related moiré heterostructures
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Magic-angle twisted bilayer graphene

• two graphene layers with small rotational mismatch θ
‣ long-wavelength moiré pattern

‣ @ θM ≈ 1.05°,1.16°: ~10,000 atoms per moiré cell
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proximity effects. The carrier density n is tuned by applying a voltage 
to a Pd/Au bottom gate electrode. In Fig. 1b we show the longitudi-
nal resistance Rxx as a function of temperature for two magic-angle 
devices, M1 and M2, with twist angles of 1.16° and 1.05°, respectively. 
At the lowest temperature studied of 70 mK, both devices show zero 
resistance, and therefore a superconducting state. The critical temper-
ature Tc as calculated using a resistance of 50% of the ‘normal’-state 
(non-superconducting) value is approximately 1.7 K and 0.5 K for the 
two devices that we studied in detail. In Fig. 1c, d we show a single- 
particle band structure and density of states (DOS) near the charge 
neutrality point calculated for θ = 1.05°. The superconductivity in both 
devices occurs when the Fermi energy EF is tuned away from charge 
neutrality (EF = 0) to be near half-filling of the lower flat band (EF < 0, 
as indicated in Fig. 1d). The DOS within the energy scale of the flat 
bands is more than three orders of magnitudes higher than that of 
two uncoupled graphene sheets, owing to the reduction of the Fermi 
velocity and the increase in localization that occurs near the magic 
angle. However, the energy at which the DOS peaks does not gener-
ally coincide with the density that is required to half-fill the bands. 
In addition, we did not observe any appreciable superconductivity 
when the Fermi energy was tuned into the flat conduction bands 
(EF > 0). In Fig. 1e we show the current–voltage (I–Vxx, where Vxx 
is the four-probe voltage, as defined in Fig. 1a) curves of device M2 
at different temperatures. We observe typical behaviour for a two- 
dimensional superconductor. The inset shows a tentative fit of the 
same data to a Vxx ∝ I3 power law, as is predicted in a Berezinskii–
Kosterlitz–Thouless transition in two-dimensional superconductors23. 
This analysis yields a Berezinskii–Kosterlitz–Thouless transition tem-
perature of TBKT ≈ 1.0 K at n = −1.44 × 1012 cm−2, where, as before, 

n is the carrier density induced by the gate and measured from the 
charge neutrality point (which is different from the actual carrier  
density involved in transport, as we show below).

In contrast to other known two-dimensional and layered super-
conductors, the superconductivity in magic-angle TBG requires the 
application of only a small gate voltage, corresponding to a minimal 
density of only 1.2 × 1012 cm−2 from charge neutrality, an order of mag-
nitude lower than the value of 1.5 × 1013 cm−2 in LaAlO3/SrTiO3 inter-
faces and of 7 × 1013 cm−2 in electrochemically doped MoS2, among 
others24. Therefore, gate-tunable superconductivity can be realized 
in a high-mobility system without the need for ionic-liquid gating or 
chemical doping. In Fig. 2a we show the two-probe conductance of 
device M1 versus n at zero magnetic field and at a 0.4-T perpendic-
ular magnetic field. Near the charge neutrality point (n = 0), a typical 
V-shaped conductance is observed, which originates from the renor-
malized Dirac cones of the TBG band structure. The insulating states 
centred at approximately ±3.2 × 1012 cm−2 (which corresponds to ns 
for θ = 1.16°) are due to single-particle bandgaps in the band structure 
that correspond to filling ±4 electrons in each superlattice unit cell. In 
between, there are conductance minima at ±2 and ±3 electrons per 
unit cell. These minima are associated with many-body gaps induced by 
the competition between the Coulomb energy and the reduced kinetic 
energy due to confinement of the electronic state in the superlattice 
near the magic angle; these gaps give rise to insulating behaviour near 
the integer fillings18. One possible mechanism for the gaps is similar 
to the gap mechanism in Mott insulators, but with an extra two-fold 
degeneracy (for the case of ±2 electrons) from the valleys in the origi-
nal graphene Brillouin zone17,18,25,26. In the vicinity of −2 electrons 
per unit cell (n ≈ −1.3 × 1012 cm−2 to n ≈ −1.9 × 1012 cm−2) and at a 
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Figure 2 | Gate-tunable superconductivity in magic-angle TBG. 
a, Two-probe conductance G2 = I/Vbias of device M1 (θ = 1.16°) measured 
in zero magnetic field (red) and at a perpendicular field of B⊥ = 0.4 T 
(blue). The curves exhibit the typical V-shaped conductance near charge 
neutrality (n = 0, vertical purple dotted line) and insulating states at the 
superlattice bandgaps n = ±ns, which correspond to filling ±4 electrons 
in each moiré unit cell (blue and red bars). They also exhibit reduced 
conductance at intermediate integer fillings of the superlattice owing to 
Coulomb interactions (other coloured bars). Near a filling of −2 electrons 
per unit cell, there is considerable conductance enhancement at zero field 
that is suppressed in B⊥ = 0.4 T. This enhancement signals the onset of 

superconductivity. Measurements were conducted at 70 mK; Vbias = 10 µV. 
b, Four-probe resistance Rxx, measured at densities corresponding to 
the region bounded by pink dashed lines in a, versus temperature. Two 
superconducting domes are observed next to the half-filling state, which 
is labelled ‘Mott’ and centred around −ns/2 = −1.58 × 1012 cm−2. The 
remaining regions in the diagram are labelled as ‘metal’ owing to the 
metallic temperature dependence. The highest critical temperature 
observed in device M1 is Tc = 0.5 K (at 50% of the normal-state resistance). 
c, As in b, but for device M2, showing two asymmetric and overlapping 
domes. The highest critical temperature in this device is Tc = 1.7 K.
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‣ correlated insulator and superconductivity
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Pencil, paper and sticky tape 
It could not have been easier to obtain graphene, the miraculous material that comes from ordinary graphite such 
as is found in pencils. However, the most simple and obvious things are often hidden from our view.

Graphene consists of carbon atoms joined together in a flat lattice – similar to a honeycomb structure but just one 
atom thick. One millimeter of graphite actually consists of three million layers of graphene stacked on top of one 
another. The layers are weakly held together and are therefore fairly simple to tear off and separate. Anyone who 
has written something with an ordinary pencil has experienced this, and it is possible, when they did, that only a 
single layer of atoms, graphene, happened to end up on the paper.

This is what happened when Andre Geim and Konstantin Novoselov used adhesive tape to rip off thin flakes from 
a larger piece of graphite in a more methodical manner. In the beginning they got flakes consisting of many layers 
of graphene, but when they repeated the tape-trick ten to twenty times the flakes got thinner and thinner. The next 
step was to find the miniscule fragments of graphene among the thicker layers of graphite and other carbon scraps. 
This is when they got their second brilliant idea: in order to be able to see the results of their meticulous work, the 
scientists from Manchester decided to attach the flakes to a plate of oxidized silicon, the standard working material 
in the semiconductor industry. 

When the plate is placed in a standard microscope one can see a rainbow of colours, similar to what is seen when 
oil is spilled onto water, and thus determine the number of graphene layers in the flakes. The thickness of the 
underlying layer of silicon dioxide, was in turn, crucial for revealing the graphene. Under the microscope graph-

ene now came into view – a truly two-dimensional 
crystalline material that exists at room tempera-
ture. Graphene is a perfectly regular network of 
carbon with only two dimensions, width and 
length. The basic unit of this pattern consists of six 
carbon atoms joined together chemically. Graph-
ene, as well as some other forms of carbon that 
we know of, consists of billions of carbon atoms 
joined together in a hexagonal pattern.

Waiting for the discovery
Graphene has of course always existed; the cru-
cial thing was to be able to spot it. Similarly, 
other naturally occurring forms of carbon have 
appeared before scientists when they viewed 
them in the right way: first nanotubes and then 
hollow balls of carbon, fullerenes (Nobel Prize 
in Chemistry 1996). Trapped inside graphite, 
graphene was waiting to be released (see fig. 2).
No-one really thought that it was possible. 

Figure 2. Graphene from graphite. Graphite is a 
basic material found in nature. When taken apart 
graphite sheets become graphene. A rolled up layer 
of graphene forms a carbon nanotube, folded up it 
becomes a small football, fullerene. Hidden inside 
graphite, graphene was waiting to be discovered.©
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• Introduction & motivation

‣ twisted bilayer graphene - basics & experiments 

‣ related moiré heterostructures

‣ twisted bilayer graphene - models

Outline

• Effective lattice models & many-body approaches

‣ functional renormalization group approach

‣ next-to-minimal model and tentative phase diagram

‣ conclusions & outlook



Twisted bilayer graphene - basics & experiments
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Correlated magic-angle tBLG - basic mechanism
• for small twist angles θ < 10°

‣ moiré pattern → superlattice potential → reconstruction of low-energy band structure:

• flat band structure at magic angle θ ≈ 1°:

‣ 2 x 2 x 2 = 8 nearly flat bands

- 2 bands crossing at mini-Dirac points

- spin (2 x)

- singlelayer valley (2 x)

Magic-angle bilayer graphene - Theoretical prediction

Bistritzer, MacDonald, PNAS 108 (2011)

• For twist angles . 10�:
(quasi-)periodic structure
describable by Bloch bands related
to moiré pattern

• Flattening of lowest bands

• Magic angles: vD ! 0

• Interactions important U/W � 1

θ = 5° θ = 1.05° θ = 0.5°

Bistritzer & MacDonald (2011)

angle θ controls ratio bandwith/interaction: t/U ~ |θ - θM|

‣ vary carrier concentration by gate voltage:

- between n = ±4n0  

(relative to charge neutrality)

- n0 ≙ 1 e- per unit cell of superlattice

strongly-correlated states!



Twisted bilayer graphene

• Ingredients: 2 graphene sheets (weakly correlated) + small twist
! strongly correlated

• Unconventional superconductivity & resemblance to cuprates
• Insulator at integer filling of superlattice
• Dome-shaped “high-Tc” SC: Tc . 1.7K , but Tc/TF large

• Playground for everybody: highly tunable
• Angle, gate and bias voltage, pressure

10–1

100

101

102

100 101 102 103 104 105

1011 1012 1013 1014 1015

T c
=T F

T c
=T BE

C

Cr
itic

al 
te

m
pe

ra
tu

re
,T

c
(K

)

Fermi temperature, TF (K)

Normalized carrier density (cm–2)

UPt3

UBe13
URu2Si2

UPd2Al3

U6Fe

Zn
Al

Sn

Nb

BSCCO

YBCO

LSCO

A3C60 CaC6

NaxCoO2
NbSe2

TMTSF

BEDT

BaFe2(As1–xPx)2
KxFe1–xSe2

4He
40K (×108)

6Li (×108

3 EDLT

MoS2 EDLT

FeSe(1L)/STO

10–2

10–1

12345

High-Tc cuprates

Heavy-fermion superconductors

Iron pnictides

FeSe(1L)/STO
Magic-angle TBG

n′ (1011 cm–2)

T c
/T

F
Cao et al, Nature 556 (2018)

• band insulator at n = ±4n0

• correlated insulator at n = ±2n0

• superconducting domes at n/n0 = -2 ±δ 

‣  Tc~1.7K

‣ Tc/TF large

• resemblance to cuprate phase diagram!

Magic-angle tBLG - phase diagram 1.0 (2018)
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Dirac cones, GK = 4π/(3α) is the magnitude of the wavevector Γ–K  
of graphene, α = 0.246 nm is the lattice constant of graphene and  
ħ =  h/(2π ) is the reduced Planck constant, the lower of the hybri-
dized states is pushed to and crosses zero energy. A mathe matical  
derivation of the magic-angle condition6 gives the first magic angle, 
θ = / ≈ . °w ħv G3 ( ) 1 1magic

(1)
0 K . In Fig. 1c we show an ab initio tight- 

binding calculation16 of the band structure for θ =  1.08°. The flat bands 
(coloured blue) have a bandwidth of 12 meV for the E >   0 branch and 
2 meV for the E <   0 branch (where E is the band energy). From a 
band-theory point of view, the flat bands should have localized wave-
function profiles in real space. In Fig. 1h we show the local density of 
states calculated for the flat bands. The wavefunctions are indeed highly 
concentrated in the regions with AA stacking, whereas small but non-
zero amplitudes on the AB and BA regions connect the AA regions and 
endow the bands with weak dispersion6,15,18. A brief discussion about 
the topological structure of the bands near the first magic angle is given 
in Methods and Extended Data Fig. 1.

For the experiment, we fabricated high-quality encapsulated TBG 
devices with the twist angle controlled to an accuracy of about 0.1°–0.2° 
using a previously developed ‘tear and stack’ technique13,17,22. We meas-
ured four devices with twist angles near the first magic angle 
θ ≈ . °.1 1magic

(1)  In Fig. 2a we show the low-temperature two-probe  
conductance of device D1 as a function of carrier density n. For  
n ≈   ±  ns =  ±  2.7 ×   1012 cm− 2 (four electrons per moiré unit cell for 
θ =  1.08°), the conductance is zero over a wide range of densities. Here, 
ns refers to the density that is required to fill the mini Brillouin zone, 
accounting for spin and valley degeneracies (see Methods). These 
insulating states have been explained previously as hybridization- 
induced bandgaps above and below the lowest-energy superlattice 
bands, and are hereafter referred to as ‘superlattice gaps’13. The thermal 
activation gaps are measured to be about 40 meV (see Methods)13,17. 
The twist angle can be estimated from the density that is required to 
reach the superlattice gaps, which we find to be θ =  1.1° ±   0.1° for all 
of the devices reported here.

Another pair of insulating states occurs for a narrower density range, 
near half the superlattice density: n ≈   ±  ns/2 =  ±  1.4 ×   1012 cm− 2 (two 
electrons per moiré unit cell). These insulating states have a much 
smaller energy scale. This behaviour is markedly different from all 
other zero-field insulating behaviours reported previously, which 
occur at integer multiples of ±  ns (refs 13, 17). We refer to the states that 
occur near ±  ns/2 as ‘half-filling insulating states’. They are observed 
at roughly the same density for all four devices (Fig. 2a, inset). In  
Fig. 2b–d we show the conductance of the half-filling states in device 
D1 at different  temperatures. Above 4 K, the system behaves as a metal, 
exhibiting decreasing conductance with increasing temperature.  
A metal– insulator transition occurs at around 4 K. The conductance 
drops substantially from 4 K to 0.3 K, with the minimum value decreasing  
by 1.5 orders of magnitude. An Arrhenius fit yields a thermal acti-
vation gap of about 0.3 meV for the half-filling states, two orders of 
magnitude smaller than those of the superlattice gaps. At the lowest 
temperatures, the system can be limited by conduction through charge 
puddles, resulting in deviation from the Arrhenius fit.

To confirm the existence of the half-filling states, we performed 
capacitance measurements on device D2 using an a.c. low- temperature 
capacitance bridge (Extended Data Fig. 2)23. The real and imaginary 
components of the a.c. measurement provide information about the 
change in capacitance and the loss tangent of the device, respectively. 
The latter signal is tied to the dissipation in the device due to its 
 resistance23. Device D2 exhibits a reduction in capacitance and strong 
enhancement of dissipation at ±  ns/2 (Fig. 3a), in agreement with an 
insulating phase that results from the suppression of the density of 
states. The insulating state at −  ns/2 is weaker and visible only in the 
dissipation data. The observation of capacitance reduction (that is, 
suppression of density of states) for only the n-side half-filling state in 
this device may be due to an asymmetric band structure or the quality 
of the device. The reduction (enhancement) in capacitance (dissipa-
tion) vanishes when the device is warmed up from 0.3 K to about 2 K, 
consistent with the behaviour observed in transport measurements.
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Figure 1 | Electronic band structure of twisted bilayer graphene (TBG). 
a, Schematic of the TBG devices. The TBG is encapsulated in hexagonal 
boron nitride flakes with thicknesses of about 10–30 nm. The devices are 
fabricated on SiO2/Si substrates. The conductance is measured with a 
voltage bias of 100 µ V while varying the local bottom gate voltage Vg.  
‘S’ and ‘D’ are the source and drain contacts, respectively. b, The moiré 
pattern as seen in TBG. The moiré wavelength is λ =  a/[2sin(θ/2)], where 
a =  0.246 nm is the lattice constant of graphene and θ is the twist angle.  
c, The band energy E of magic-angle (θ =  1.08°) TBG calculated using an 
ab initio tight-binding method. The bands shown in blue are the flat bands 
that we study. d, The mini Brillouin zone is constructed from the 
difference between the two K (or K′ ) wavevectors for the two layers. 

Hybridization occurs between Dirac cones within each valley, whereas 
intervalley processes are strongly suppressed. Ks, ′K s, Ms and Γ s denote 
points in the mini Brillouin zone. e–g, Illustration of the effect of interlayer 
hybridization for w =  0 (e), θ≪w ħv k2 0  (f) and 2w ≈   ħv0kθ (g); 
v0 =  106 m s− 1 is the Fermi velocity of graphene. h, Normalized local 
density of states (LDOS) calculated for the flat bands with E >   0 at 
θ =  1.08°. The electron density is strongly concentrated at the regions with 
AA stacking order, whereas it is mostly depleted at AB- and BA-stacked 
regions. See Extended Data Fig. 6 for the density of states versus energy at 
the same twist angle. i, Top view of a simplified model of the stacking 
order.

© 2018 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.
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Dirac cones, GK = 4π/(3α) is the magnitude of the wavevector Γ–K  
of graphene, α = 0.246 nm is the lattice constant of graphene and  
ħ =  h/(2π ) is the reduced Planck constant, the lower of the hybri-
dized states is pushed to and crosses zero energy. A mathe matical  
derivation of the magic-angle condition6 gives the first magic angle, 
θ = / ≈ . °w ħv G3 ( ) 1 1magic

(1)
0 K . In Fig. 1c we show an ab initio tight- 

binding calculation16 of the band structure for θ =  1.08°. The flat bands 
(coloured blue) have a bandwidth of 12 meV for the E >   0 branch and 
2 meV for the E <   0 branch (where E is the band energy). From a 
band-theory point of view, the flat bands should have localized wave-
function profiles in real space. In Fig. 1h we show the local density of 
states calculated for the flat bands. The wavefunctions are indeed highly 
concentrated in the regions with AA stacking, whereas small but non-
zero amplitudes on the AB and BA regions connect the AA regions and 
endow the bands with weak dispersion6,15,18. A brief discussion about 
the topological structure of the bands near the first magic angle is given 
in Methods and Extended Data Fig. 1.

For the experiment, we fabricated high-quality encapsulated TBG 
devices with the twist angle controlled to an accuracy of about 0.1°–0.2° 
using a previously developed ‘tear and stack’ technique13,17,22. We meas-
ured four devices with twist angles near the first magic angle 
θ ≈ . °.1 1magic

(1)  In Fig. 2a we show the low-temperature two-probe  
conductance of device D1 as a function of carrier density n. For  
n ≈   ±  ns =  ±  2.7 ×   1012 cm− 2 (four electrons per moiré unit cell for 
θ =  1.08°), the conductance is zero over a wide range of densities. Here, 
ns refers to the density that is required to fill the mini Brillouin zone, 
accounting for spin and valley degeneracies (see Methods). These 
insulating states have been explained previously as hybridization- 
induced bandgaps above and below the lowest-energy superlattice 
bands, and are hereafter referred to as ‘superlattice gaps’13. The thermal 
activation gaps are measured to be about 40 meV (see Methods)13,17. 
The twist angle can be estimated from the density that is required to 
reach the superlattice gaps, which we find to be θ =  1.1° ±   0.1° for all 
of the devices reported here.

Another pair of insulating states occurs for a narrower density range, 
near half the superlattice density: n ≈   ±  ns/2 =  ±  1.4 ×   1012 cm− 2 (two 
electrons per moiré unit cell). These insulating states have a much 
smaller energy scale. This behaviour is markedly different from all 
other zero-field insulating behaviours reported previously, which 
occur at integer multiples of ±  ns (refs 13, 17). We refer to the states that 
occur near ±  ns/2 as ‘half-filling insulating states’. They are observed 
at roughly the same density for all four devices (Fig. 2a, inset). In  
Fig. 2b–d we show the conductance of the half-filling states in device 
D1 at different  temperatures. Above 4 K, the system behaves as a metal, 
exhibiting decreasing conductance with increasing temperature.  
A metal– insulator transition occurs at around 4 K. The conductance 
drops substantially from 4 K to 0.3 K, with the minimum value decreasing  
by 1.5 orders of magnitude. An Arrhenius fit yields a thermal acti-
vation gap of about 0.3 meV for the half-filling states, two orders of 
magnitude smaller than those of the superlattice gaps. At the lowest 
temperatures, the system can be limited by conduction through charge 
puddles, resulting in deviation from the Arrhenius fit.

To confirm the existence of the half-filling states, we performed 
capacitance measurements on device D2 using an a.c. low- temperature 
capacitance bridge (Extended Data Fig. 2)23. The real and imaginary 
components of the a.c. measurement provide information about the 
change in capacitance and the loss tangent of the device, respectively. 
The latter signal is tied to the dissipation in the device due to its 
 resistance23. Device D2 exhibits a reduction in capacitance and strong 
enhancement of dissipation at ±  ns/2 (Fig. 3a), in agreement with an 
insulating phase that results from the suppression of the density of 
states. The insulating state at −  ns/2 is weaker and visible only in the 
dissipation data. The observation of capacitance reduction (that is, 
suppression of density of states) for only the n-side half-filling state in 
this device may be due to an asymmetric band structure or the quality 
of the device. The reduction (enhancement) in capacitance (dissipa-
tion) vanishes when the device is warmed up from 0.3 K to about 2 K, 
consistent with the behaviour observed in transport measurements.
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Figure 1 | Electronic band structure of twisted bilayer graphene (TBG). 
a, Schematic of the TBG devices. The TBG is encapsulated in hexagonal 
boron nitride flakes with thicknesses of about 10–30 nm. The devices are 
fabricated on SiO2/Si substrates. The conductance is measured with a 
voltage bias of 100 µ V while varying the local bottom gate voltage Vg.  
‘S’ and ‘D’ are the source and drain contacts, respectively. b, The moiré 
pattern as seen in TBG. The moiré wavelength is λ =  a/[2sin(θ/2)], where 
a =  0.246 nm is the lattice constant of graphene and θ is the twist angle.  
c, The band energy E of magic-angle (θ =  1.08°) TBG calculated using an 
ab initio tight-binding method. The bands shown in blue are the flat bands 
that we study. d, The mini Brillouin zone is constructed from the 
difference between the two K (or K′ ) wavevectors for the two layers. 

Hybridization occurs between Dirac cones within each valley, whereas 
intervalley processes are strongly suppressed. Ks, ′K s, Ms and Γ s denote 
points in the mini Brillouin zone. e–g, Illustration of the effect of interlayer 
hybridization for w =  0 (e), θ≪w ħv k2 0  (f) and 2w ≈   ħv0kθ (g); 
v0 =  106 m s− 1 is the Fermi velocity of graphene. h, Normalized local 
density of states (LDOS) calculated for the flat bands with E >   0 at 
θ =  1.08°. The electron density is strongly concentrated at the regions with 
AA stacking order, whereas it is mostly depleted at AB- and BA-stacked 
regions. See Extended Data Fig. 6 for the density of states versus energy at 
the same twist angle. i, Top view of a simplified model of the stacking 
order.

© 2018 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.

• Are the integer fillings n/n0 = ±2 special?

• Are there further correlated states in different parameter regimes?

•  Which symmetries are broken/preserved in correlated states? 

‣ spin-rotation / time-reversal / … ?

• What is the pairing channel of the superconducting state? 

• What is the role of electron-phonon interactions? 

• How does the phenomenology depend on the substrate?

Questions
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2nd generation of tBLG experiments (2019)

• apply hydrostatic pressure P
➡ variation of interlayer tunneling w
➡ changes magic angle θM ~ w
➡ in-situ control of t/U ~ |θ - θM|

• pressure increases θM

➡ reduce moiré lattice constant
➡ increase energy scale: Tc, SC ~3K

not expected from band-theory[1] and superconducting (SC) domes (Tc = 1.7K) for densi-
ties near the n/n0 ⇠ �2± � insulator.[2] These features are not present in large-bandwidth
devices far from the magic-angle.

The (at least) surface-level similarity to the physics of “doping a Mott insulator” has not
gone unnoticed, as evidenced by the many dozens of theoretical papers to date. But from
an experimental point of view many basic facts remain unclear. Are the integers n/n0 = ±2
special, or are further correlated states waiting to be found in cleaner samples and di↵erent
parameter regimes? Which of the symmetries, such as spin-rotation and time-reversal, are
broken / present in the superconducting and insulating states? What is the pairing channel of
the superconductor? How strong are electron-phonon interactions? Does the phenomenology
depend on the substrate, or can the tBLG be analyzed in isolation?

A trio of new experimental results from Yankowitz et al., Sharpe et al., and the Efetov Lab
have begun to answer some of these questions. First a brief overview. n/n0 = ±2 is no longer
so special: aggregating across devices and including data at moderate fields B ⇠ 0 � 4T,
insulating features emanate from every integer �4  n/n0  4, albeit with widely ranging
energy scales. Furthermore, in the device of Efetov superconducting pockets are observed
between many (at least half, and potentially all) of these integers. Finally, there appear
to be qualitative di↵erences between devices rather than a unified tBLG phase diagram.
Most notably, in the device of Sharpe et. al., the n/n0 = 3 insulator has a dramatic zero-
field anomalous Hall response, spontaneously breaking time-reversal symmetry, while the
Yankowitz and Efetov devices do not. They suggest the di↵erence may arise from alignment
with the hexagonal boron-nitride (hBN) substrate. The hBN-tBLG alignment angle, which
isn’t usually well-controlled or characterized, can modulate the tBLG band structure, and
consequently there may be a family of magic-angle tBLGs with di↵erent phase diagrams.
This should be kept in mind when attempting to synthesize observations across devices.
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Figure 1: Conductance trace from
Yankowitz, et al. across �4  n/n0  4
at two di↵erence pressures P . Holding
fixed the tBLG alignment ✓, the magic-
angle ✓M is modulated by P , with corre-
lated insulators appearing only near the
putative magic-angle condition ✓ ⇠ ✓M
where the bandwidth is quenched.

The ideal platform for studying flat-band
physics would allow us to control t/U in addi-
tion to n and T . Yankowitz et al. show this can
be done in-situ using pressure. The more obvious
approach is to change ✓, but this requires build-
ing di↵erent devices, which, with current capa-
bilities, leads to variations in disorder and other
imperfections likely to swamp the quantitative ef-
fect of t/U . To overcome this obstacle Yankowitz
instead use pressure to change ✓M , which depends
on the magnitude of the interlayer tunneling w
and intralayer tunneling t0 roughly as ✓M / w/t0.
Pressure increases w, and hence can be used to
control t/U / |✓�✓M | in-situ. They find that the
activation gaps of the insulators, as well as the
Tc of the superconductors, have a non-monotonic
“dome”-like dependence on pressure (albeit with
3 data points) consistent with tuning across the theoretically-predicted flat-band condition.
As an added benefit pressure increases ✓M , thereby reducing the moire lattice constant and
increasing the energy scale, with SC Tc up to ⇠ 3K.

2

Columbia University: Yankowitz et al., Science 363, 1059 (2019)

‣ correlated insulator also at n/n0 = +3, superconductor near n/n0 = ±2 

 
 

Depending on electronic structure details, bands can have non-zero Chern numbers9,10, allowing for the 
possibility of orbital magnetism and anomalous Hall effects.  Gapped states at non-zero ! occur only 
when interactions are strong enough to shift band energies by more than the flat band width when they 
are occupied, otherwise they lead to semi-metallic states.  
 

Correlated states at all integer moiré filling factors 

 
 

Figure 1 | Integer-filling correlated states and new superconducting domes. a, Schematic of a 
typical hBN encapsulated MAG device with a graphite back gate. b, AFM image and four-probe 
measurement schematic, with the scale bar 2 µm. c, 4-terminal longitudinal resistance Rxx as a function 
of carrier density n at different perpendicular magnetic fields from 0T (black trace) to 480mT (red 
trace). d, Color plot of Rxx vs. n and T, showing different phases including metal, band insulator (BI), 
correlated state (CS) and superconducting state (SC). The boundaries of the superconducting domes 
indicated by yellow lines are defined by 50% resistance values relative to the normal state. Note that 
the metal-SC transition is not sharp at some carrier densities, adding uncertainty to the Tc extraction e, 
Longitudinal resistance Rxx at optimal doping of the superconducting domes as a function of tempera-
ture. The resistance is normalized to its value at 8K. f, Conductance Gxx vs. inverse temperature at n 
corresponding to ! = 0, 1, ±2 and 3. The straight lines are fits to ~ ./0 1−∆/2 !" activated behavior 
and give gap values of 0.35 meV (! = −2), 0.14 meV (! = 1), 0.37 meV (! = 2), 0.27 meV (! = 3) 
and 0.86 meV (CNP/ ! = 0). g, Mean-field phase diagram for neutral ! = 0 (CNP) twisted bilayer 
graphene, as a function of twist angle θ and interaction strength ε-1, showing differnet configurations of 
C2T symmetry and Chern number (C). 

 
Fig. 1a shows the typical device schematic of a graphite back-gated, hexagonal boron nitride (hBN) 
encapsulated MAG hetero-structure. Our stack was fabricated using a previously developed “tear and 
stack” technique28,29, followed by a mechanical squeezing process30. This process removes trapped blis-
ters, releases local strain, and achieves more homogenous interfaces between the layers. The stack was 

Efetov Lab, Barcelona: Lu et al., arXiv:1903.06513 • very low twist-angle disorder
‣ reduced modulations of θ across device

‣  Δθ < 0.02°
‣ insulating gaps at 

n/n0 = -3,-2,-1,0,+1,+2,+3
‣ SC domes in between (Tc, SC ~ 0.14 - 3K)

• more results on finite B⊥, role of topology with aligned hBN substrate, Landau fans
Stanford: Sharpe et al., arXiv:1901.03520

new platform established for study of correlated electrons

✓high control of twist angle, low level of disorder, pressure/gate tunable band widths/fillings



Related 2D van der Waals moiré heterostructures

• magic-angle twisted bilayer graphene ✓

• ABC trilayer graphene on hexagonal boron nitride 

‣ experiments: tunable insulating and SC behavior

• twisted double bilayer graphene 

‣ experiments: spin-polarized correlated insulating and SC behavior

• twisted bilayer boron nitride 

‣ theoretical: multi-flat bands and strong correlations

• transition metal dichalcogenides 

‣ theoretical: flat bands and strong correlations with and without twist…

Chen et al., Nat. Phys. 15, 237 (2019)
Chen et al., arXiv:1901.04621 (2019)

Liu et al., arXiv:1903.08130 (2019) 
Cao et al., arXiv:1903.08596 (2019)

Xian et al., arXiv:1812.08097 (2018)

Wu et al., PRL 121, 026402 (2018)



Twisted bilayer graphene - models
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Geometry of twisted honeycomb bilayers
• start from AB stacking

layer 1
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• commensurate structure when B’ rotated to site formely occupied by other B’

• 2D bilayer crystal only at discrete set of commensurate rotation angles



• start from AB stacking
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Geometry of twisted honeycomb bilayers

here: θ ≈ 21.8° 



Geometry of twisted honeycomb bilayers

cos(✓i) =
3i2 + 3i+ 1/2

3i2 + 3i+ 1
, i 2 N0

• 2D bilayer crystal only at discrete set of commensurate rotation angles
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~t1 = (i+ 1)~a1 + i~a2

~t2 = (2i+ 1)~a1 � (i+ 1)~a2

• emergent moiré superlattice spanned by real space lattice vectors t1 and t2

‣ lattice constant:

‣ plot: i = 1

‣ experiment: i ≈ 30 

|~t1| =
p

3i2 + 3i+ 1a0



Geometry of twisted honeycomb bilayers
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‣ local AA, AB and BA stacking regions

‣ moiré superlattice vectors t1 and t2
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AB BA
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• example: θ ≈ 2.6° (i = 12)

t1
t2



Mini Brillouin zone

BZ layer 1

BZ layer 2

K1K2 K1’K2’

• reciprocal lattice vectors:

• Dirac points of single-layer graphene layers: K1, K1’, K2, K2’

~G1 =
4⇡

3(3i2 + 3i+ 1)
[~a1 + (3i+ 1)~a2]

~G2 =
4⇡

3(3i2 + 3i+ 1)
[(3i+ 1)~a1 � (3i+ 2)~a2]

~G1

~G2valley + valley -
large momentum space separation



Effective continuum model

LETTER RESEARCH
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Dirac cones, GK = 4π/(3α) is the magnitude of the wavevector Γ–K  
of graphene, α = 0.246 nm is the lattice constant of graphene and  
ħ =  h/(2π ) is the reduced Planck constant, the lower of the hybri-
dized states is pushed to and crosses zero energy. A mathe matical  
derivation of the magic-angle condition6 gives the first magic angle, 
θ = / ≈ . °w ħv G3 ( ) 1 1magic

(1)
0 K . In Fig. 1c we show an ab initio tight- 

binding calculation16 of the band structure for θ =  1.08°. The flat bands 
(coloured blue) have a bandwidth of 12 meV for the E >   0 branch and 
2 meV for the E <   0 branch (where E is the band energy). From a 
band-theory point of view, the flat bands should have localized wave-
function profiles in real space. In Fig. 1h we show the local density of 
states calculated for the flat bands. The wavefunctions are indeed highly 
concentrated in the regions with AA stacking, whereas small but non-
zero amplitudes on the AB and BA regions connect the AA regions and 
endow the bands with weak dispersion6,15,18. A brief discussion about 
the topological structure of the bands near the first magic angle is given 
in Methods and Extended Data Fig. 1.

For the experiment, we fabricated high-quality encapsulated TBG 
devices with the twist angle controlled to an accuracy of about 0.1°–0.2° 
using a previously developed ‘tear and stack’ technique13,17,22. We meas-
ured four devices with twist angles near the first magic angle 
θ ≈ . °.1 1magic

(1)  In Fig. 2a we show the low-temperature two-probe  
conductance of device D1 as a function of carrier density n. For  
n ≈   ±  ns =  ±  2.7 ×   1012 cm− 2 (four electrons per moiré unit cell for 
θ =  1.08°), the conductance is zero over a wide range of densities. Here, 
ns refers to the density that is required to fill the mini Brillouin zone, 
accounting for spin and valley degeneracies (see Methods). These 
insulating states have been explained previously as hybridization- 
induced bandgaps above and below the lowest-energy superlattice 
bands, and are hereafter referred to as ‘superlattice gaps’13. The thermal 
activation gaps are measured to be about 40 meV (see Methods)13,17. 
The twist angle can be estimated from the density that is required to 
reach the superlattice gaps, which we find to be θ =  1.1° ±   0.1° for all 
of the devices reported here.

Another pair of insulating states occurs for a narrower density range, 
near half the superlattice density: n ≈   ±  ns/2 =  ±  1.4 ×   1012 cm− 2 (two 
electrons per moiré unit cell). These insulating states have a much 
smaller energy scale. This behaviour is markedly different from all 
other zero-field insulating behaviours reported previously, which 
occur at integer multiples of ±  ns (refs 13, 17). We refer to the states that 
occur near ±  ns/2 as ‘half-filling insulating states’. They are observed 
at roughly the same density for all four devices (Fig. 2a, inset). In  
Fig. 2b–d we show the conductance of the half-filling states in device 
D1 at different  temperatures. Above 4 K, the system behaves as a metal, 
exhibiting decreasing conductance with increasing temperature.  
A metal– insulator transition occurs at around 4 K. The conductance 
drops substantially from 4 K to 0.3 K, with the minimum value decreasing  
by 1.5 orders of magnitude. An Arrhenius fit yields a thermal acti-
vation gap of about 0.3 meV for the half-filling states, two orders of 
magnitude smaller than those of the superlattice gaps. At the lowest 
temperatures, the system can be limited by conduction through charge 
puddles, resulting in deviation from the Arrhenius fit.

To confirm the existence of the half-filling states, we performed 
capacitance measurements on device D2 using an a.c. low- temperature 
capacitance bridge (Extended Data Fig. 2)23. The real and imaginary 
components of the a.c. measurement provide information about the 
change in capacitance and the loss tangent of the device, respectively. 
The latter signal is tied to the dissipation in the device due to its 
 resistance23. Device D2 exhibits a reduction in capacitance and strong 
enhancement of dissipation at ±  ns/2 (Fig. 3a), in agreement with an 
insulating phase that results from the suppression of the density of 
states. The insulating state at −  ns/2 is weaker and visible only in the 
dissipation data. The observation of capacitance reduction (that is, 
suppression of density of states) for only the n-side half-filling state in 
this device may be due to an asymmetric band structure or the quality 
of the device. The reduction (enhancement) in capacitance (dissipa-
tion) vanishes when the device is warmed up from 0.3 K to about 2 K, 
consistent with the behaviour observed in transport measurements.
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Figure 1 | Electronic band structure of twisted bilayer graphene (TBG). 
a, Schematic of the TBG devices. The TBG is encapsulated in hexagonal 
boron nitride flakes with thicknesses of about 10–30 nm. The devices are 
fabricated on SiO2/Si substrates. The conductance is measured with a 
voltage bias of 100 µ V while varying the local bottom gate voltage Vg.  
‘S’ and ‘D’ are the source and drain contacts, respectively. b, The moiré 
pattern as seen in TBG. The moiré wavelength is λ =  a/[2sin(θ/2)], where 
a =  0.246 nm is the lattice constant of graphene and θ is the twist angle.  
c, The band energy E of magic-angle (θ =  1.08°) TBG calculated using an 
ab initio tight-binding method. The bands shown in blue are the flat bands 
that we study. d, The mini Brillouin zone is constructed from the 
difference between the two K (or K′ ) wavevectors for the two layers. 

Hybridization occurs between Dirac cones within each valley, whereas 
intervalley processes are strongly suppressed. Ks, ′K s, Ms and Γ s denote 
points in the mini Brillouin zone. e–g, Illustration of the effect of interlayer 
hybridization for w =  0 (e), θ≪w ħv k2 0  (f) and 2w ≈   ħv0kθ (g); 
v0 =  106 m s− 1 is the Fermi velocity of graphene. h, Normalized local 
density of states (LDOS) calculated for the flat bands with E >   0 at 
θ =  1.08°. The electron density is strongly concentrated at the regions with 
AA stacking order, whereas it is mostly depleted at AB- and BA-stacked 
regions. See Extended Data Fig. 6 for the density of states versus energy at 
the same twist angle. i, Top view of a simplified model of the stacking 
order.

© 2018 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.

‣ Dirac cones become nearly flat for magic angles

‣ dependence on modelling of interlayer coupling (lattice relaxation, corrugation,…)

Cao et al, Nature 556, 80 (2018)

Lopes dos Santos et al., PRL 99, 256802 (2007)
Bistritzer, MacDonald, PNAS 108, 12233 (2011)

• moiré period much larger than atomic scale → continuum model

• neglect intervalley mixing (large momentum space separation)

‣ independent calculation for each valley ξ ∈ ±

‣ 1 Dirac cone from each layer: interlayer hybridization

‣ effective 4x4 Hamiltonian

shows the corresponding folding of the Brillouin zone,
where two large hexagons represent the first Brillouin
zones of layers 1 and 2, and the small hexagon is the moiré
Brillouin zone of TBG. The graphene’s Dirac points (the
band touching points) are located at KðlÞ

ξ ¼ −ξ½2aðlÞ%1 þ
aðlÞ%2 '=3 for layer l, where ξ ¼ ( 1 is the valley index. We
label the symmetric points of the reduced Brillouin zone as
Γ̄, M̄, K̄, and K̄0 as in Fig. 1(b).
We can construct the TBG in alternative manners, for

example, by rotating around the hexagon centers instead of
the B site. In that case, we have the different superlattice
structure with point group D6. For completeness, we leave
the discussion of the D6 structure and other superlattice
structures to the Supplemental Material [40].

III. EFFECTIVE CONTINUUM MODEL

When the moiré period is much longer than the atomic
scale, the electronic structure can be described by an
effective continuum model [23,28,29,31,34–36]. Here,
the intervalley mixing between ξ ¼ ( can be safely
neglected, and the total Hamiltonian is block-diagonalized
into the two independent valleys. The effective Hamiltonian
of the continuum model for the valley ξ is written in a 4 × 4
matrix for the basis of ðA1; B1; A2; B2Þ as

HðξÞ ¼
!
H1 U†

U H2

"
: ð1Þ

Here, Hlðl ¼ 1; 2Þ is the intralayer Hamiltonian of layer l,
which is given by the two-dimensional Weyl equation
centered at the KðlÞ

ξ point,

Hl ¼ −ℏv½Rð( θ=2Þðk −KðlÞ
ξ Þ' · ðξσx; σyÞ; ð2Þ

where ( is for l ¼ 1 and 2, respectively. We take ℏv=a ¼
2.1354 eV [34]. Note that U is the effective interlayer
coupling given by [34–36]

U ¼
!
UA2A1

UA2B1

UB2A1
UB2B1

"

¼
!

u u0

u0 u

"
þ
!

u u0ω−ξ

u0ωξ u

"
eiξG

M
1 ·r

þ
!

u u0ωξ

u0ω−ξ u

"
eiξðG

M
1 þ GM

2 Þ·r; ð3Þ

where ω ¼ e2πi=3. Here, u and u0 describe the amplitudes of
diagonal and off-diagonal terms, respectively, in the sub-
lattice space. The effective models in the previous studies
[34–36] assume u ¼ u0, which corresponds to a flat TBG in
which the interlayer spacing d is constant everywhere. On
the other hand, several theoretical studies predicted that the
optimized lattice structure of TBG is actually corrugated in
the out-of-plane direction, in such a way that d is the widest
in the AA stacking region and the narrowest in the AB/BA

stacking region [41–44]. Here, we incorporate the corru-
gation effect as a difference between u ¼ 0.0797 eV and
u0 ¼ 0.0975 eV in the effective model, a detailed derivation
of which is presented in the Appendix. As we show in the
following, the difference between u and u0 introduces
energy gaps between the lowest bands and the excited
bands, in qualitative agreement with the experimental
observation [1,2,37]. It was found that the energy gaps
isolating the lowest nearly flat bands are also caused by the
in-plane distortion [38].
We perform the calculation of the energy bands and

the eigenstates in the k-space picture. For a single Bloch
vector k in the moiré Brillouin zone, the moiré interlayer
coupling hybridizes the graphene’s eigenstates at q ¼
k þ G, where G ¼ m1GM

1 þ m2GM
2 and m1 and m2 are

integers. Therefore, the eigenstate is written as

ψX
nkðrÞ ¼

X

G

CX
nkðGÞeiðkþ GÞ·r; ð4Þ

where X ¼ A1, B1, A2, B2 is the sublattice index, n is the
band index, and k is the Bloch wave vector in the moiré
Brillouin zone. As the low-energy states are expected to be
dominated by the individual graphene eigenstates near the
original Dirac points, we pick up q’s inside the cutoff circle
jq − q0j < qc, where q0 is taken as the midpoint between
Kð1Þ

ξ and Kð2Þ
ξ , and qc is set to 4GMðGM ¼ jGM

1 j ¼ jGM
2 jÞ.

Since the intervalley coupling can be neglected, the calcu-
lation is performed independently for each of ξ ¼ ( as we
discussed previously. We then numerically diagonalize the
Hamiltonian within the limited wave space inside the cutoff
circle and obtain the eigenenergies and eigenstates.
Figure 2(a) shows the energy band and the density of

states of TBG at themagic angle θ ¼ 1.05°, calculated using
the approach mentioned. Here and in the following, the
origin of the band energy axis is set to the charge neutral
point. The lower panel is the enlarged plot of the zero-
energy region where the nearly flat bands are located. The
black solid line and red dashed line represent the energy
bands of ξ ¼ ( valleys, respectively. They are the time-
reversal partners of each other, and the energy bands of
ξ ¼ − are obtained by inverting k to −k. The flat band
cluster consists of two bands per spin and valley, which are
denoted as E1ðkÞ and E2ðkÞ for the hole side and the
electron side, respectively. The overall structure is about
7.5 meV wide in the energy axis and separated from the
excited bands by an energy gap of about 14 meV in both
the electron side and the hole side. Figure 2(b) shows the
contour plots ofE1ðkÞ andE2ðkÞ for the valley ξ ¼ þ . Note
that E1ðkÞ and E2ðkÞ are trigonally warped in opposite
directions, so E1ðkÞ ≠ E1ð−kÞ and E2ðkÞ ≠ E2ð−kÞ. The
particle-hole symmetry is absent, and the E1 band is wider
than the E2 band. The van Hove singularity is located at
E ≈ −0.11 meV and 0.16 meV, which correspond to the
carrier density n=n0 ≈ −0.78 and 0.63, respectively, with

MAXIMALLY-LOCALIZED WANNIER ORBITALS AND THE … PHYS. REV. X 8, 031087 (2018)

031087-3

intralayer Dirac Hamiltonians

effective interlayer coupling



spin and valley included. Here, n0 ¼ 1=SM, SM ¼
ð

ffiffiffi
3

p
=2ÞL2

M is the moiré unit area (the band gap is
n=n0 ¼ $4) and LM is 13.4 nm at θ ¼ 1.05°. The filling
of two electrons/holes per supercell (n=n0 ¼ $2) corre-
sponds to E ≈ 0.289 meV and −0.286 meV, respectively,
which are indicated by dashed contours in Fig. 2(b).

IV. WANNIER ORBITALS

We construct the localized Wannier orbitals from the
Bloch wave functions of the effective model. Since the
nearly flat bands are energetically isolated from other

bands, we expect that well-localized orbits can be made
purely from the flat band states, with all other bands
neglected. The number of independentWannier orbitals in a
unit cell coincides with the number of energy bands taken
into account, so we have two Wannier orbitals per spin and
valley. According to the symmetry analysis [4], the two
orbitals should be centered at the AB and BA spots to form
a honeycomb lattice. Our strategy is to first prepare certain
initial orbitals centered at AB and BA and then apply the
maximally localized algorithm [39]. The following process
is applied to ξ ¼ $ valleys separately, and we omit the
valley index ξ hereafter.
The initial wave functions can be prepared as follows.

First, we fix the global phase factor of the Bloch states in
two different ways: In gauge 1, we fix the phase so that
ψB1

nkðrBAÞ is real, and in gauge 2, we fix the phase so that
ψA1

nkðrABÞ is real. Here, rBA ¼ ð1=2;
ffiffiffi
3

p
=2ÞðLM=

ffiffiffi
3

p
Þ and

rAB ¼ ð−1=2;
ffiffiffi
3

p
=2ÞðLM=

ffiffiffi
3

p
Þ are the positions of the BA

and AB spots, respectively, measured from the AA spot
(0,0) [Fig. 1(a)]. We write the Bloch function in gauge 1 as
ψnk and that in gauge 2 as eiϕnkψnk, where eiϕnk is the
relative phase factor between gauges 1 and 2. We construct
the initial Wannier orbitals 1 and 2 by summing the Bloch
states of the bands ψ1k and ψ2k [corresponding to E1ðkÞ
and E2ðkÞ, respectively] as

jR; 1i0 ¼
1ffiffiffiffi
N

p
X

k

e−ik·R
1ffiffiffi
2

p ðjψ1kiþ jψ2kiÞ;

jR; 2i0 ¼
1ffiffiffiffi
N

p
X

k

e−ik·R
1ffiffiffi
2

p eiϕ1kðjψ1ki − jψ2kiÞ: ð5Þ

Here, R ¼ n1LM
1 þ n2LM

2 is the moiré lattice vector,
and the summation in k is taken over N discrete points
in the moiré Brillouin zone. We take N ¼ 18 × 18 in this
study. It is straightforward to check the orthonormality,
0hR0; n0jR; ni0 ¼ δR;R0δn;n0 .
While jR; 1i0 and jR; 2i0 are already well localized

around the center positions Rþ rBA and Rþ rAB, respec-
tively, we can even reduce the spread of the wave function
using a maximally localizing method [39]. The final
expression for the orbital nð¼ 1; 2Þ is given by

jR; ni ¼ 1ffiffiffiffi
N

p
X

k

e−ik·R
X

m¼1;2

UðkÞ
mn jψmki; ð6Þ

where UðkÞ
mn is a 2 × 2 unitary matrix. The algorithm

optimizes UðkÞ
mn to minimize the spread functional. We

set Eq. (5) as the initial value of UðkÞ
mn and iterate the

minimization process until the convergence. In each step,
we impose the symmetry constraint on Uðk Þ

mn. The optimized
Wannier orbitals for the valley ξ ¼ þ are illustrated in
Fig. 3. Those for the opposite valley ξ ¼ − are given by the
complex conjugate. For both orbitals 1 and 2, the top five
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FIG. 2. (a) Energy band and the density of states of TBG at
θ ¼ 1.05°, where the lower panel is the enlarged plot of the
zero-energy region. The black solid line and red dashed line
represent the energy bands of ξ ¼ $ valleys, respectively.
(b) Contour plots of E1ðkÞ and E2ðkÞ for the valley ξ ¼ þ.
The dashed contour corresponds to the filling of two electrons/
holes per supercell (n=n0 ¼ $2).
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• full calculation of band dispersion in continuum model

spin and valley included. Here, n0 ¼ 1=SM, SM ¼
ð

ffiffiffi
3

p
=2ÞL2

M is the moiré unit area (the band gap is
n=n0 ¼ $4) and LM is 13.4 nm at θ ¼ 1.05°. The filling
of two electrons/holes per supercell (n=n0 ¼ $2) corre-
sponds to E ≈ 0.289 meV and −0.286 meV, respectively,
which are indicated by dashed contours in Fig. 2(b).

IV. WANNIER ORBITALS

We construct the localized Wannier orbitals from the
Bloch wave functions of the effective model. Since the
nearly flat bands are energetically isolated from other

bands, we expect that well-localized orbits can be made
purely from the flat band states, with all other bands
neglected. The number of independentWannier orbitals in a
unit cell coincides with the number of energy bands taken
into account, so we have two Wannier orbitals per spin and
valley. According to the symmetry analysis [4], the two
orbitals should be centered at the AB and BA spots to form
a honeycomb lattice. Our strategy is to first prepare certain
initial orbitals centered at AB and BA and then apply the
maximally localized algorithm [39]. The following process
is applied to ξ ¼ $ valleys separately, and we omit the
valley index ξ hereafter.
The initial wave functions can be prepared as follows.

First, we fix the global phase factor of the Bloch states in
two different ways: In gauge 1, we fix the phase so that
ψB1

nkðrBAÞ is real, and in gauge 2, we fix the phase so that
ψA1

nkðrABÞ is real. Here, rBA ¼ ð1=2;
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Þ and
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p
Þ are the positions of the BA

and AB spots, respectively, measured from the AA spot
(0,0) [Fig. 1(a)]. We write the Bloch function in gauge 1 as
ψnk and that in gauge 2 as eiϕnkψnk, where eiϕnk is the
relative phase factor between gauges 1 and 2. We construct
the initial Wannier orbitals 1 and 2 by summing the Bloch
states of the bands ψ1k and ψ2k [corresponding to E1ðkÞ
and E2ðkÞ, respectively] as

jR; 1i0 ¼
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Here, R ¼ n1LM
1 þ n2LM

2 is the moiré lattice vector,
and the summation in k is taken over N discrete points
in the moiré Brillouin zone. We take N ¼ 18 × 18 in this
study. It is straightforward to check the orthonormality,
0hR0; n0jR; ni0 ¼ δR;R0δn;n0 .
While jR; 1i0 and jR; 2i0 are already well localized

around the center positions Rþ rBA and Rþ rAB, respec-
tively, we can even reduce the spread of the wave function
using a maximally localizing method [39]. The final
expression for the orbital nð¼ 1; 2Þ is given by

jR; ni ¼ 1ffiffiffiffi
N

p
X

k

e−ik·R
X

m¼1;2

UðkÞ
mn jψmki; ð6Þ

where UðkÞ
mn is a 2 × 2 unitary matrix. The algorithm

optimizes UðkÞ
mn to minimize the spread functional. We

set Eq. (5) as the initial value of UðkÞ
mn and iterate the

minimization process until the convergence. In each step,
we impose the symmetry constraint on Uðk Þ

mn. The optimized
Wannier orbitals for the valley ξ ¼ þ are illustrated in
Fig. 3. Those for the opposite valley ξ ¼ − are given by the
complex conjugate. For both orbitals 1 and 2, the top five
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FIG. 2. (a) Energy band and the density of states of TBG at
θ ¼ 1.05°, where the lower panel is the enlarged plot of the
zero-energy region. The black solid line and red dashed line
represent the energy bands of ξ ¼ $ valleys, respectively.
(b) Contour plots of E1ðkÞ and E2ðkÞ for the valley ξ ¼ þ.
The dashed contour corresponds to the filling of two electrons/
holes per supercell (n=n0 ¼ $2).
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• at magic angles θM (here: θM = 1.05°)

‣ emergence of multiple nearly flat bands 

‣ well-separated from other bands

‣ van Hove singularities in flat bands

Effective continuum model

spin and valley included. Here, n0 ¼ 1=SM, SM ¼
ð

ffiffiffi
3

p
=2ÞL2

M is the moiré unit area (the band gap is
n=n0 ¼ $4) and LM is 13.4 nm at θ ¼ 1.05°. The filling
of two electrons/holes per supercell (n=n0 ¼ $2) corre-
sponds to E ≈ 0.289 meV and −0.286 meV, respectively,
which are indicated by dashed contours in Fig. 2(b).

IV. WANNIER ORBITALS

We construct the localized Wannier orbitals from the
Bloch wave functions of the effective model. Since the
nearly flat bands are energetically isolated from other

bands, we expect that well-localized orbits can be made
purely from the flat band states, with all other bands
neglected. The number of independentWannier orbitals in a
unit cell coincides with the number of energy bands taken
into account, so we have two Wannier orbitals per spin and
valley. According to the symmetry analysis [4], the two
orbitals should be centered at the AB and BA spots to form
a honeycomb lattice. Our strategy is to first prepare certain
initial orbitals centered at AB and BA and then apply the
maximally localized algorithm [39]. The following process
is applied to ξ ¼ $ valleys separately, and we omit the
valley index ξ hereafter.
The initial wave functions can be prepared as follows.

First, we fix the global phase factor of the Bloch states in
two different ways: In gauge 1, we fix the phase so that
ψB1

nkðrBAÞ is real, and in gauge 2, we fix the phase so that
ψA1

nkðrABÞ is real. Here, rBA ¼ ð1=2;
ffiffiffi
3

p
=2ÞðLM=

ffiffiffi
3

p
Þ and

rAB ¼ ð−1=2;
ffiffiffi
3

p
=2ÞðLM=

ffiffiffi
3

p
Þ are the positions of the BA

and AB spots, respectively, measured from the AA spot
(0,0) [Fig. 1(a)]. We write the Bloch function in gauge 1 as
ψnk and that in gauge 2 as eiϕnkψnk, where eiϕnk is the
relative phase factor between gauges 1 and 2. We construct
the initial Wannier orbitals 1 and 2 by summing the Bloch
states of the bands ψ1k and ψ2k [corresponding to E1ðkÞ
and E2ðkÞ, respectively] as

jR; 1i0 ¼
1ffiffiffiffi
N
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e−ik·R
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2

p ðjψ1kiþ jψ2kiÞ;

jR; 2i0 ¼
1ffiffiffiffi
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e−ik·R
1ffiffiffi
2

p eiϕ1kðjψ1ki − jψ2kiÞ: ð5Þ

Here, R ¼ n1LM
1 þ n2LM

2 is the moiré lattice vector,
and the summation in k is taken over N discrete points
in the moiré Brillouin zone. We take N ¼ 18 × 18 in this
study. It is straightforward to check the orthonormality,
0hR0; n0jR; ni0 ¼ δR;R0δn;n0 .
While jR; 1i0 and jR; 2i0 are already well localized

around the center positions Rþ rBA and Rþ rAB, respec-
tively, we can even reduce the spread of the wave function
using a maximally localizing method [39]. The final
expression for the orbital nð¼ 1; 2Þ is given by

jR; ni ¼ 1ffiffiffiffi
N

p
X

k

e−ik·R
X

m¼1;2

UðkÞ
mn jψmki; ð6Þ

where UðkÞ
mn is a 2 × 2 unitary matrix. The algorithm

optimizes UðkÞ
mn to minimize the spread functional. We

set Eq. (5) as the initial value of UðkÞ
mn and iterate the

minimization process until the convergence. In each step,
we impose the symmetry constraint on Uðk Þ

mn. The optimized
Wannier orbitals for the valley ξ ¼ þ are illustrated in
Fig. 3. Those for the opposite valley ξ ¼ − are given by the
complex conjugate. For both orbitals 1 and 2, the top five
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FIG. 2. (a) Energy band and the density of states of TBG at
θ ¼ 1.05°, where the lower panel is the enlarged plot of the
zero-energy region. The black solid line and red dashed line
represent the energy bands of ξ ¼ $ valleys, respectively.
(b) Contour plots of E1ðkÞ and E2ðkÞ for the valley ξ ¼ þ.
The dashed contour corresponds to the filling of two electrons/
holes per supercell (n=n0 ¼ $2).
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‣ Wannier orbitals centered at nonequivalent AB and BA spots in moiré pattern

‣ formation of emergent honeycomb lattice 
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• flat band dispersion from continuum model

‣ construct max-localized Wannier orbitals

‣ tight-binding + extended Hubbard model
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which interchanges two graphene layers, we find that
orbital 1 from valley ξ is mapped to orbital 2 from valley
−ξ and vice versa, as shown in Fig. 3. Hence, we can regard
orbitals 1 and 2 from valley ξ as the p-wave-like orbitals
pξ ≡ px þ iξpy residing on BA and AB spots, respectively.
The angular momentum of the pξ orbital is Lz ¼ −ξ,
whether its center is at a BA or AB spot, which is consistent
with Lz of orbitals 1 and 2. Under C2y , the two graphene
layers, and hence BA and AB spots, are interchanged, and
ðpx ; py Þ → ð−px ; py Þ or pξ → −p−ξ. In other words, C2y

interchanges the pξ orbital at the BA spot and the p−ξ
orbital at the AB spot, which reproduces the symmetry
transformation of orbitals 1 and 2 under C2y .
Once we identify the symmetries of orbitals 1 and 2, the

tight-binding model then describes hopping among
ðpx ; py Þ orbitals on the honeycomb lattice formed by the
BA and AB spots, which reads

H ¼
X

ξ¼%

X

ij

tðrijÞeiξϕðrijÞc†iξcjξ; ð8Þ

where ciξ annihilates a pξ-orbital electron at site i, rij is the
vector from site i to j, and tðrÞ, ϕðrÞ are as shown in
Figs. 4(a) and 4(b).
The symmetry group of the tight-binding model of

Eq. (8) is G ¼ D3 ×Uð1Þ × SUð2Þ × T, where D3 is the
point group of TBG, which acts jointly on lattice sites and
ðpx ; py Þ orbitals, U(1) acts in orbital space, SU(2) acts in
spin space, and T is the time-reversal symmetry. As
discussed in Ref. [4], the microscopic origin of this orbital
U(1) symmetry is that at small twist angles, the intervalley
coupling is strongly suppressed, leading to this approxi-
mate valley conservation that exists independent of crystal
symmetries.
The hopping integral tðrÞ roughly decays with increasing

r ¼ jrj. To include dominant contributions, we consider the
nearest five hopping integrals t1 to t5 shown in Figs. 4(a) and
4(b), which are within the range r ≤

ffiffiffi
3

p
LM. Notice that the

subscripts are not labeled according to r. In the present
model, we have t1≈0.331meV, t2≈ð−0.010% 0.097iÞmeV,
t3 ≈ 0.016 meV, t4 ≈ 0.036 meV, and t5 ≈ 0.119 meV.
Figure 5 presents the band structure in the effective tight-
bindingmodels with (a) t1 and t2, (b) t1, t2, and t5, and (c) all
the hopping parameters within the distance r < 9LM. The
dashed line indicates the original energy band of the
effective continuum model.
With hopping terms t1 and t2 only, the tight-binding

model (8) becomes the minimum model introduced in
Ref. [4],

H0 ¼ −μ
X

i

c†i · ci þ
X

hiji
t1c

†
i · cj þ H:c:

þ
X

hiji0
t̃2c

†
i · cj þ t02ðc

†
i × cjÞz þ H:c:; ð9Þ

where ci ¼ ðci;x ; ci;y ÞT, with ci;x ðy Þ annihilating an electron
with a px ðy Þ orbital at site i, cjξ ¼ ðcjx þ iξcjy Þ=

ffiffiffi
2

p
. Here,

μ is the on-site chemical potential, t̃2 ¼ Reðt2Þ, t02 ¼
Imðt2Þ, and the sum over hiji0 includes bonds with lengthffiffiffi
3

p
LM along three directions: x̂, C3zx̂, and C2

3zx̂. The
minimum tight-binding model (9) gives rise to a spectrum
with Dirac nodes at K̄, K̄0 points. Notice that t1 denotes
hopping between two sublattices, and we can always make
t1 real by properly choosing the relative phase between
sublattices. The t02 term describes the hexagonal warping
effect in orbital space, which is responsible for band
splittings along Γ̄ M̄ lines as shown in Fig. 5.
The symmetry groupG allows finite gaps at K̄, K̄0 points

[4]. However, because of the approximate sublattice sym-
metry at small twist angles [31], we can introduce an
additional Z2 symmetry g∶cRξ → c−R;−ξ, which combines
twofold rotation in real space and a chirality flip in orbital
space. In the presence of g and original symmetry group G,
the gapless Dirac nodes at K̄, K̄0 points are guaranteed. The
minimum model (9) satisfies both G and g.
With this additional Z2 symmetry g, we then consider

additional hopping terms t3, t4, and t5. As finite Imðt3Þ
obeys G while it violates g, we find Imðt3Þ ¼ 0 from our
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FIG. 5. Band structure in the effective tight-binding model for
θ ¼ 1.05°, with (a) t1 and t2, (b) t1, t2, and t5, and (c) all the
hopping parameters within the distance r < 9LM. The dashed
line indicates the original energy band of the effective continuum
model. The right panels show the corresponding contour plots of
E1ðkÞ for the valley ξ ¼ þ.
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+ extended Hubbard i.a.

which interchanges two graphene layers, we find that
orbital 1 from valley ξ is mapped to orbital 2 from valley
−ξ and vice versa, as shown in Fig. 3. Hence, we can regard
orbitals 1 and 2 from valley ξ as the p-wave-like orbitals
pξ ≡ px þ iξpy residing on BA and AB spots, respectively.
The angular momentum of the pξ orbital is Lz ¼ −ξ,
whether its center is at a BA or AB spot, which is consistent
with Lz of orbitals 1 and 2. Under C2y , the two graphene
layers, and hence BA and AB spots, are interchanged, and
ðpx ; py Þ → ð−px ; py Þ or pξ → −p−ξ. In other words, C2y

interchanges the pξ orbital at the BA spot and the p−ξ
orbital at the AB spot, which reproduces the symmetry
transformation of orbitals 1 and 2 under C2y .
Once we identify the symmetries of orbitals 1 and 2, the

tight-binding model then describes hopping among
ðpx ; py Þ orbitals on the honeycomb lattice formed by the
BA and AB spots, which reads

H ¼
X

ξ¼%

X

ij

tðrijÞeiξϕðrijÞc†iξcjξ; ð8Þ

where ciξ annihilates a pξ-orbital electron at site i, rij is the
vector from site i to j, and tðrÞ, ϕðrÞ are as shown in
Figs. 4(a) and 4(b).
The symmetry group of the tight-binding model of

Eq. (8) is G ¼ D3 ×Uð1Þ × SUð2Þ × T, where D3 is the
point group of TBG, which acts jointly on lattice sites and
ðpx ; py Þ orbitals, U(1) acts in orbital space, SU(2) acts in
spin space, and T is the time-reversal symmetry. As
discussed in Ref. [4], the microscopic origin of this orbital
U(1) symmetry is that at small twist angles, the intervalley
coupling is strongly suppressed, leading to this approxi-
mate valley conservation that exists independent of crystal
symmetries.
The hopping integral tðrÞ roughly decays with increasing

r ¼ jrj. To include dominant contributions, we consider the
nearest five hopping integrals t1 to t5 shown in Figs. 4(a) and
4(b), which are within the range r ≤

ffiffiffi
3

p
LM. Notice that the

subscripts are not labeled according to r. In the present
model, we have t1≈0.331meV, t2≈ð−0.010% 0.097iÞmeV,
t3 ≈ 0.016 meV, t4 ≈ 0.036 meV, and t5 ≈ 0.119 meV.
Figure 5 presents the band structure in the effective tight-
bindingmodels with (a) t1 and t2, (b) t1, t2, and t5, and (c) all
the hopping parameters within the distance r < 9LM. The
dashed line indicates the original energy band of the
effective continuum model.
With hopping terms t1 and t2 only, the tight-binding

model (8) becomes the minimum model introduced in
Ref. [4],

H0 ¼ −μ
X

i

c†i · ci þ
X

hiji
t1c

†
i · cj þ H:c:

þ
X

hiji0
t̃2c

†
i · cj þ t02ðc

†
i × cjÞz þ H:c:; ð9Þ

where ci ¼ ðci;x ; ci;y ÞT, with ci;x ðy Þ annihilating an electron
with a px ðy Þ orbital at site i, cjξ ¼ ðcjx þ iξcjy Þ=

ffiffiffi
2

p
. Here,

μ is the on-site chemical potential, t̃2 ¼ Reðt2Þ, t02 ¼
Imðt2Þ, and the sum over hiji0 includes bonds with lengthffiffiffi
3

p
LM along three directions: x̂, C3zx̂, and C2

3zx̂. The
minimum tight-binding model (9) gives rise to a spectrum
with Dirac nodes at K̄, K̄0 points. Notice that t1 denotes
hopping between two sublattices, and we can always make
t1 real by properly choosing the relative phase between
sublattices. The t02 term describes the hexagonal warping
effect in orbital space, which is responsible for band
splittings along Γ̄ M̄ lines as shown in Fig. 5.
The symmetry groupG allows finite gaps at K̄, K̄0 points

[4]. However, because of the approximate sublattice sym-
metry at small twist angles [31], we can introduce an
additional Z2 symmetry g∶cRξ → c−R;−ξ, which combines
twofold rotation in real space and a chirality flip in orbital
space. In the presence of g and original symmetry group G,
the gapless Dirac nodes at K̄, K̄0 points are guaranteed. The
minimum model (9) satisfies both G and g.
With this additional Z2 symmetry g, we then consider

additional hopping terms t3, t4, and t5. As finite Imðt3Þ
obeys G while it violates g, we find Imðt3Þ ¼ 0 from our
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FIG. 5. Band structure in the effective tight-binding model for
θ ¼ 1.05°, with (a) t1 and t2, (b) t1, t2, and t5, and (c) all the
hopping parameters within the distance r < 9LM. The dashed
line indicates the original energy band of the effective continuum
model. The right panels show the corresponding contour plots of
E1ðkÞ for the valley ξ ¼ þ.
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‣ hopping integrals and electron-electron interaction parameters:

spot (the orbital center) coincides with the A1 site and the
center of the hexagon of layer 2 [Fig. 1(a)], and then, we
obtainLðBlochÞ

z ¼ ð0;−1;−1; 1Þ. Therefore, the total angular
momentum Lz ¼ LðenvÞ

z þ LðBlochÞ
z is −1 for all the sublat-

tices. Similarly, we can also show Lz ¼ −1 for orbital 2.
Since the Wannier functions at the opposite valleys are
related by the complex conjugate, we finally conclude that
the eigenvalue of C0

3z is ω
ξ ¼ eξ2πi=3 for both orbitals 1 and

2. Namely, orbitals 1 and 2 from the same valley ξ have the
same nonzero angular momentum Lz ¼ −ξ, in accordance
with the symmetry analysis [4].
The initial guess of the Wannier orbital in Eq. (5) is

closely related to the angular momentum of the envelope
function. For orbital 1, the envelope function of B1 has zero
angular momentum, so it has a finite amplitude at the
orbital center rBA as seen in Fig. 3. It does not contradict
with the nonzero total angular momentum Lz ¼ −1
because the BA spot does not coincide with the B1 site.
The finite amplitude at rBA is actually linked to the gauge
choice for jR; 1i0, which requires that ψB1

nkðrBAÞ is real. In
the summation in k, all the wave functions add up in
the same phase at rBA, so we have an orbital localized at
rBA with finite amplitude. The same is true for orbital 2, in
which the envelope angular momentum vanishes at A1. The
wrong gauge choices [e.g., ψA1

nkðrBAÞ is real] do not make a
well-localized orbital because the angular momentum of
the Wannier function is forced by symmetry. Also, the
hybridized form of jψ1ki % jψ2ki in Eq. (5) localizes the
wave function better than just using jψ1ki, jψ2ki. This is
similar to monolayer graphene having the same honeycomb
lattice structure, where the superposition of the positive and
negative energy states is required to have an A-site or a
B-site localized orbital.

V. EFFECTIVE TIGHT-BINDING MODEL

From the Wannier orbitals and the energy bands, we can
derive the effective tight-binding model to exactly repro-
duce the dispersion of the nearly flat bands. In a straight-
forward calculation, the hopping integral between the
Wannier orbitals is written as

hR0;n0jHjR;ni

¼ 1

N

X

k

eik·ðR
0−RÞ

!
ÛðkÞ†

"
E1ðkÞ 0

0 E2ðkÞ

#
ÛðkÞ

$

n0n
; ð7Þ

where ÛðkÞ represents the matrix UðkÞ
mn , and we use

hψn0k0 jHjψnki ¼ δnn0δkk0EnðkÞ. In Figs. 4(a) and 4(b),
we plot the hopping integrals from orbitals 1 and 2,
respectively, for the valley ξ ¼ þ . Here, the honeycomb
lattice represents the network of BA spots (orbital 1) and
AB spots (orbital 2). The radius of the circle at each lattice
point indicates the absolute value of the hopping integral
from the origin (green circle at the center) to that point, and

the direction of the bar represents the phase in the complex
plane. The effective tight-binding model for the valley
ξ ¼ − is given by taking the complex conjugate. The list of
the hopping integrals for the valley ξ ¼ þ is included in the
Supplemental Material [45].
To understand this effective tight-binding model, we

need to analyze the symmetry properties of Wannier
orbitals under point group D3, as in Ref. [4]. Recall that
orbitals 1 and 2 have nonzero angular momentum Lz ¼ −ξ
at the valley ξ. Furthermore, under twofold rotation C2y ,
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FIG. 4. Hopping integrals in the effective tight-binding model
for the low-energy flat band of TBG at θ ¼ 1.05°. Panels (a) and
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and 2, respectively, where the radius of the circle at each lattice
point indicates the absolute value of the hopping integral from the
origin to that point, and the direction of the bar represents the
phase in the complex plane.
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spot (the orbital center) coincides with the A1 site and the
center of the hexagon of layer 2 [Fig. 1(a)], and then, we
obtainLðBlochÞ

z ¼ ð0;−1;−1; 1Þ. Therefore, the total angular
momentum Lz ¼ LðenvÞ

z þ LðBlochÞ
z is −1 for all the sublat-

tices. Similarly, we can also show Lz ¼ −1 for orbital 2.
Since the Wannier functions at the opposite valleys are
related by the complex conjugate, we finally conclude that
the eigenvalue of C0

3z is ω
ξ ¼ eξ2πi=3 for both orbitals 1 and

2. Namely, orbitals 1 and 2 from the same valley ξ have the
same nonzero angular momentum Lz ¼ −ξ, in accordance
with the symmetry analysis [4].
The initial guess of the Wannier orbital in Eq. (5) is

closely related to the angular momentum of the envelope
function. For orbital 1, the envelope function of B1 has zero
angular momentum, so it has a finite amplitude at the
orbital center rBA as seen in Fig. 3. It does not contradict
with the nonzero total angular momentum Lz ¼ −1
because the BA spot does not coincide with the B1 site.
The finite amplitude at rBA is actually linked to the gauge
choice for jR; 1i0, which requires that ψB1

nkðrBAÞ is real. In
the summation in k, all the wave functions add up in
the same phase at rBA, so we have an orbital localized at
rBA with finite amplitude. The same is true for orbital 2, in
which the envelope angular momentum vanishes at A1. The
wrong gauge choices [e.g., ψA1

nkðrBAÞ is real] do not make a
well-localized orbital because the angular momentum of
the Wannier function is forced by symmetry. Also, the
hybridized form of jψ1ki % jψ2ki in Eq. (5) localizes the
wave function better than just using jψ1ki, jψ2ki. This is
similar to monolayer graphene having the same honeycomb
lattice structure, where the superposition of the positive and
negative energy states is required to have an A-site or a
B-site localized orbital.

V. EFFECTIVE TIGHT-BINDING MODEL

From the Wannier orbitals and the energy bands, we can
derive the effective tight-binding model to exactly repro-
duce the dispersion of the nearly flat bands. In a straight-
forward calculation, the hopping integral between the
Wannier orbitals is written as

hR0;n0jHjR;ni

¼ 1
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where ÛðkÞ represents the matrix UðkÞ
mn , and we use

hψn0k0 jHjψnki ¼ δnn0δkk0EnðkÞ. In Figs. 4(a) and 4(b),
we plot the hopping integrals from orbitals 1 and 2,
respectively, for the valley ξ ¼ þ . Here, the honeycomb
lattice represents the network of BA spots (orbital 1) and
AB spots (orbital 2). The radius of the circle at each lattice
point indicates the absolute value of the hopping integral
from the origin (green circle at the center) to that point, and

the direction of the bar represents the phase in the complex
plane. The effective tight-binding model for the valley
ξ ¼ − is given by taking the complex conjugate. The list of
the hopping integrals for the valley ξ ¼ þ is included in the
Supplemental Material [45].
To understand this effective tight-binding model, we

need to analyze the symmetry properties of Wannier
orbitals under point group D3, as in Ref. [4]. Recall that
orbitals 1 and 2 have nonzero angular momentum Lz ¼ −ξ
at the valley ξ. Furthermore, under twofold rotation C2y ,
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FIG. 4. Hopping integrals in the effective tight-binding model
for the low-energy flat band of TBG at θ ¼ 1.05°. Panels (a) and
(b) present the hopping parameters from the Wannier orbitals 1
and 2, respectively, where the radius of the circle at each lattice
point indicates the absolute value of the hopping integral from the
origin to that point, and the direction of the bar represents the
phase in the complex plane.
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numerical calculation of hopping integrals. The nonzero
t̃3 ≡ Reðt3Þ, t4, t5 terms preserve both G and g and
quantitatively modify the band structure of the minimum
model (9). In fact, including t1 to t5, we have m−1

e;h¼
3ðt̃3−3t̃2Þ∓ j12t1 þ 2t4 þ 7t5j and v¼ð

ffiffiffi
3

p
=2Þjt1−2t4−t5j,

where me;h denote effective masses at the Γ̄ point on the
electron and hole sides, respectively, and v is the Fermi
velocity at the K̄, K̄0 points.
We can also incorporate the effect of intervalley coupling

in the effective tight-binding model by introducing U(1)-
breaking hopping terms such as those in Ref. [4], which
may explain Landau-level-degeneracy lifting in experi-
ments. A detailed analysis of Dirac nodes and mass
generation will be presented in a forthcoming work.

VI. ELECTRON-ELECTRON INTERACTION

We can calculate the electron-electron interaction param-
eters between the Wannier orbitals directly from the wave
functions obtained above. The direct Coulomb interaction
V and the exchange interaction J between jR; mi and
jR0; m0i are defined by

VR0m0;Rm ¼
X

XX0

ZZ
drdr0jψX0

R0m0ðr0Þj2
e2

ϵjr − r0j
jψX

RmðrÞj2;

ð10Þ

JR0m0;Rm ¼
X

XX0

ZZ
drdr0

× ψX0%
R0m0ðr0ÞψX%

RmðrÞ
e2

ϵjr − r0j
ψX
R0m0ðrÞψX0

Rmðr0Þ;

ð11Þ

where ϵ is the dielectric constant induced by the electrons in
other bands and by the external environment (e.g., the
substrate). The direct term is the classical Coulomb
interaction, and it works for any combination of spin
and valley. On the other hand, the exchange interaction
works only for the same spin and the same valley.
Rigorously speaking, the exchange term between different
valleys (and the same spin) is not exactly zero, but there, the
integral of eiðKþ −K−Þ·ðr−r0Þ=jr − r0j in Eq. (11) becomes
much smaller than that for the same valley, so we neglect it.
We label the direct interaction terms at different distances

as V0; V1; V2… as in Fig. 6(a), where V0 is the on-site
interaction, V1 is the nearest-neighbor interaction, and so
forth. Similarly, the exchange terms can be labeled as
J1; J2…, where J0 does not exist because of the Pauli
principle. The calculated interaction parameters are listed in
Table I. Here, we notice that the on-site interaction V0 is not
much greater than others, but it has a similar magnitude as
the nearest-neighbor interaction V1. The further inter-
actions V2 and V3 are more than half of V0. This case

is quite different from the usual Hubbard-type models
where V0 dominates the interaction effect. The peculiar
distance dependence of the Coulomb interaction in this
model is closely related to the three-peak structure of the

(b)
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V5 V4
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LM

LM
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y 
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FIG. 6. (a) Labeling of the direct Coulomb interaction at
different distances. Note that V0; V1; V2… represent the potential
amplitudes between the origin and the indicated lattice points.
(b) Overlapping of two Wannier orbitals in the configuration V0,
V1, V2, V3. The three circles of the same line type represent the
three peaks of a single Wannier state (Fig. 3).

TABLE I. Direct interaction Vn and the exchange interactionJn
for the Wannier orbitals in units of e2=ðϵLMÞ. The definition of
V0; V1… is presented in Fig. 6(a). Here, VðapproxÞ

n is the direct
interaction term estimated by the point-charge approximation
(see the text).

n 0 1 2 3 4 5

Vn 1.857 1.533 1.145 1.068 0.697 0.614
VðapproxÞ
n

1.857 1.524 1.136 1.081 0.679 0.610
Jn N=A 0.376 0.0645 0.010 0.014 0.001
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Correlated moiré heterostructures -  precis



Precis

• 2D moiré heterostructures:

‣ emergent flat bands, small kinetic energy

‣ enhanced interaction effects
correlation-driven states!

‣ Kekulé valence bond solid, (anti)ferromagnet, interaction-induced top. states,…?

‣ featureless Mott insulator?

‣ gapped quantum spin liquid with neutral spin-1/2 excitations?

‣ topological/chiral d+id superconductor, f-wave superconductor,…?

• construction of effective models on emergent moiré honeycomb/triangular superlattice 

‣ universal features: 

- multi-orbital structure inherited from two valleys → Hund’s couplings 

- onsite and sizable further-neighbor interactions

• what is the nature of the correlated insulating and SC states?

…starting point for application of many-body methods… 



Functional renormalization group approach



S[ ,  ̄] = �( ̄, G�1
0  ) + V [ ,  ̄]

general two-particle i.a.

G0(k0,k) =
1

ik0 � ⇠k
, ⇠k = ✏k � µ

single-particle energy

G[⌘, ⌘̄] = � ln

Z
D D ̄ eS[ , ̄]e(⌘̄, )+( ̄,⌘)

(generates one-particle irreducible vertex functions)

�[�, �̄] = (⌘̄,�) + (�̄, ⌘) + G[⌘, ⌘̄], � = �@G
@⌘̄

, �̄ =
@G
@⌘

Effective action

‣ bare propagator (translation and spin rotation invariance):

‣ system of interacting fermions:

‣ effective action:

‣ generating functional (for connected Green functions):



Functional flow equations

‣ modify bare propagator by introduction of flow parameter  
 
(IR cutoff, cuts out soft modes        ):< ⇤
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Figure 3. (a) Cuto↵ function ⇥✏ (full line) and corresponding scale-derivative @⇤⇥✏ (dashed line). (b)
Momentum shells (gray) representing the finite support of the single-scale propagator S⇤ at an energy
scale ⇤ away from the Fermi surface (blue).

intuitive understanding of renormalization, they also involve serious drawbacks.
One is the violation of Ward identities at any finite cuto↵ value [46, 47] (see also
Appendix 6.1), as also the non-uniform treatment of particle-hole processes within
the momentum-cuto↵ scheme. In order to explain the latter issue, we first write
down the one-loop particle-hole fluctuations arising in elementary perturbation
theory,

�p�h(k, q) =
nF (⇠b(k))� nF (⇠b(k + q))

⇠b(k)� ⇠b(k + q)
. (30)

During the flow, these contributions are taken into account successively within the
trace (23)

tr
�
S⇤U⇤G⇤U⇤

�
⇠ tr

⇣
�p�h(k, q) · @⇤(✓

⇤
✏ (k)✓

⇤
✏ (k + q)) · . . .

⌘
, (31)

where we, for the simplicity of the argument, neglected frequency dependences and
self-energy insertion. If we now consider particle-hole fluctuations with vanishing
momentum transfer, i.e. �p�h(k, q ! 0), it turns out that the only nonzero con-
tribution in (30) comes from modes k in a small energy region (⇠ T ) around the
Fermi surface. However, due to the cuto↵ function ✓⇤✏ (k), these modes are not taken
into account until ⇤ ⇡ T . On the other hand, particle-hole fluctuations with large
momentum transfer are already taken into account right from the beginning. The
cuto↵-scheme, therefore, treats particle-hole fluctuations in a non-uniform way, and
it may happen that other channels already indicate a singularity at cuto↵ values
⇤ > T , whereas the small q particle-hole fluctuations have not yet contributed.
In order to avoid this issue, we can exploit the flexibility in the parameter de-

pendence of �⇤ and regard the temperature itself as flow parameter. However, we
first have to shift the temperature dependences towards the quadratic part of the
action (1), and we therefore write out all temperature prefactors

S( , ) = �T

Z

k,k0
Qk,k0 k k0 + T 3

Z

k1,k2,k0
1,k

0
2

Uk1,k2,k0
1,k

0
2
 k1

 k2
 k0

1
 k0

2

and rescale the field variables according to

 k = T�3/4�k,  k = T�3/4�k. (32)

G⇤
0 (k0,k) =

⇥✏(|⇠k|� ⇤)

ik0 � ⇠k

‣ define all the above quantities with modified bare propagator 
 
              → variation w.r.t to scale provides exact RG equation:

@

@⇤
�⇤[�, �̄] = Tr


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0 )
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�
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Figure 1. (a) Important energy scales in interacting electron systems (taken from Metzner et al. [12]).
(b) Flow of the e↵ective action, starting at �⇤init = Sbare for large values of ⇤ and approaching the full
e↵ective action at ⇤ = 0. Di↵erent trajectories correspond to distinct choices of the flow parameter.

lation ⇠b(k) in (2) characterizes the one-particle energy as a function of momentum
k and band index b. In addition, the integral

R
k contains integration and summa-

tion over each entry in k and also comprises prefactors such as temperature and
volume.
Based on the action S( , ) in (1), we can infer thermodynamic quantities such

as the grand-canonical partition function

Z =

Z
D( , )e�S( , ) (3)

or the imaginary-time ordered Green functions, i.e.

Gk1,...,kn;k0
1,...,k0

n
= �

1

Z

Z
D( , )e�S( , ) k1

. . . kn
 k0

n
. . . k0

1
(4)

just by choosing the appropriate functional averages. It is, further, convenient to
define a so-called generating functional

W [⌘, ⌘] =

Z
D( , )e�S( , )+(⌘, )+( ,⌘) (5)

with source terms

(⌘, ) :=

Z

k
⌘k k, ( , ⌘) :=

Z

k
 k⌘k,

such that the functional averages in (4) can be rephrased by derivatives of W [⌘, ⌘]
with respect to ⌘ and ⌘. Taking the logarithm of (5), one obtains another generating
functional

G[⌘, ⌘] = � ln (W [⌘, ⌘]) (6)

which, again by functional di↵erentiation, provides the connected n-particle Green

‣ exact RG equation has one-loop structure

‣ removing cutoff (          ) yields the full effective action

‣ lowering cutoff corresponds to momentum-shell integration

⇤ ! 0

from Platt, Hanke, Thomale (2013)
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intuitive understanding of renormalization, they also involve serious drawbacks.
One is the violation of Ward identities at any finite cuto↵ value [46, 47] (see also
Appendix 6.1), as also the non-uniform treatment of particle-hole processes within
the momentum-cuto↵ scheme. In order to explain the latter issue, we first write
down the one-loop particle-hole fluctuations arising in elementary perturbation
theory,

�p�h(k, q) =
nF (⇠b(k))� nF (⇠b(k + q))

⇠b(k)� ⇠b(k + q)
. (30)

During the flow, these contributions are taken into account successively within the
trace (23)
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where we, for the simplicity of the argument, neglected frequency dependences and
self-energy insertion. If we now consider particle-hole fluctuations with vanishing
momentum transfer, i.e. �p�h(k, q ! 0), it turns out that the only nonzero con-
tribution in (30) comes from modes k in a small energy region (⇠ T ) around the
Fermi surface. However, due to the cuto↵ function ✓⇤✏ (k), these modes are not taken
into account until ⇤ ⇡ T . On the other hand, particle-hole fluctuations with large
momentum transfer are already taken into account right from the beginning. The
cuto↵-scheme, therefore, treats particle-hole fluctuations in a non-uniform way, and
it may happen that other channels already indicate a singularity at cuto↵ values
⇤ > T , whereas the small q particle-hole fluctuations have not yet contributed.
In order to avoid this issue, we can exploit the flexibility in the parameter de-

pendence of �⇤ and regard the temperature itself as flow parameter. However, we
first have to shift the temperature dependences towards the quadratic part of the
action (1), and we therefore write out all temperature prefactors

S( , ) = �T
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and rescale the field variables according to

 k = T�3/4�k,  k = T�3/4�k. (32)



… infinite hierarchy of flow equations!

exact RG equation

We now derive explicitly the first two flow equations from
the hierarchy. Comparing coefficients of quadratic contribu-
tions (proportional to !c c ) to the exact flow equation yields

d

d"
Að2Þ" ¼ $ð !c ; _Q"

0 c Þ $ trðS" !@@Að4Þ"Þ: (49)

Inserting Eq. (41), and using #ð2Þ" ¼ Q"
0 $$", one obtains

the flow equation for the self-energy,

d

d"
$"ðx0; xÞ ¼

X

y;y0
S"ðy; y0Þ#ð4Þ"ðx0; y0; x; yÞ: (50)

Comparing coefficients of quartic contributions [proportional
to ð !c c Þ2] yields

d

d"
Að4Þ" ¼ 1

2
trðS" !@@Að4Þ"G" !@@Að4Þ"

þS"t@ !@Að4Þ"G"t@ !@Að4Þ"Þ

$ 1

2
trðS" !@ !@Að4Þ"G"t@@Að4Þ"

þS"t@@Að4Þ"G" !@ !@Að4Þ"Þ
$ trðS" !@@Að6Þ"Þ: (51)

Inserting Eq. (41), one obtains the flow equation for the
two-particle vertex,

d

d"
#ð4Þ"ðx01; x02; x1; x2Þ

¼
X

y1;y
0
1

X

y2;y
0
2

G"ðy1; y01ÞS"ðy2; y02Þ

& f#ð4Þ"ðx01; x02; y1; y2Þ#ð4Þ"ðy01; y02; x1; x2Þ
$ ½#ð4Þ"ðx01; y02; x1; y1Þ#ð4Þ"ðy01; x02; y2; x2Þ
þ ðy1 $ y2; y

0
1 $ y02Þ( þ ½#ð4Þ"ðx02; y02; x1; y1Þ

& #ð4Þ"ðy01; x01; y2; x2Þ þ ðy1 $ y2; y
0
1 $ y02Þ(g

$
X

y;y0
S"ðy; y0Þ#ð6Þ"ðx01; x02; y0; x1; x2; yÞ: (52)

Note that there are several distinct contributions involving
two two-particle vertices, corresponding to the familiar

particle-particle, direct particle-hole, and crossed particle-
hole channels, respectively, as shown diagrammatically in
Fig. 4. Similarly, one can obtain the flow equation for #ð6Þ

and all higher vertices.
Since #½c ; !c ( at c ¼ !c ¼ 0 is essentially (up to a factor

T) the grand canonical potential %, the flow equation (35),
evaluated at vanishing fields, yields also a flow equation for
the grand canonical potential:

d

d"
%" ¼ $T trð _Q"

0 G
"Þ: (53)

The flow equation (35) and the ensuing equations for the
vertex functions can be easily generalized to cases with U(1)-
symmetry breaking by allowing for off-diagonal elements in
the matrices Q"

0 , G
", and S".

2. Truncations

The exact hierarchy of flow equations for the vertex func-
tions can be solved only for systems which can also be solved
more directly, that is, without using flow equations. Usually
truncations are unavoidable. A natural truncation is to neglect
the flow of all vertices #ð2mÞ" beyond a certain order m0. We
call this the level-m0 truncation. The structure of the resulting
equations and general properties of their solution will be
discussed in Sec. II.E. Note that the level-m0 truncation
contains all perturbative contributions to order m0 in the
bare two-particle interaction.

In practice, in applications to physically interesting sys-
tems, vertices #ð2mÞ" with m> 3 have so far been neglected,
and the contributions from #ð6Þ" to the flow of #ð4Þ" are
usually restricted to self-energy corrections (see below) or
discarded completely. In particular, the analysis of competing
instabilities (see Sec. III) is based entirely on a level-2
truncation given by the flow equation (52) for the two-particle
vertex, with #ð6Þ" replaced by zero, where the self-energy
feedback is also neglected. This seemingly simple approxi-
mation captures the complex interplay of fluctuations in the
particle-particle and particle-hole channel, which leads to
interesting effects such as the generation of d-wave super-
conductivity from antiferromagnetic fluctuations. In the
quantum transport phenomena reviewed in Sec. VI, the
self-energy as given by the flow equation (50) plays a crucial

ΓΛd
d

2

1 1’
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1

1

2 2

2 2

1’

2’ 2’1

1’

2’ 2’

1’ 1’

1

(4)Λ =

ph

ph’

pp

FIG. 4. Contributions to the flow of the two-particle vertex with
particle-particle and particle-hole channels written explicitly, with-
out the contribution from #ð6Þ".
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= Γ
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+

Λ

Γ (6)ΛΓΓ (4)Λ

=
(4)Λ

+
SΛ

+

Γ (6)Λ

=

Γ (4)Λ

Γ (4)Λ

Γ (4)Λ
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SΛ

Γ (8)Λ
GΛΓ (4)Λ
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FIG. 3 (color online). Diagrammatic representation of the flow
equations for the self-energy $", the two-particle vertex #ð4Þ", and
the three-particle vertex #ð6Þ" in the one-particle irreducible version
of the functional RG. Lines with a dash correspond to the single-
scale propagator S", and the other lines to the full propagator G".
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‣ exact RG equation cannot be solved exactly!

‣ starting point for systematic approximations (vertex expansion)

Truncation and approximations

‣ neglect 6-point and higher vertices

‣ neglect self-energy feedback

Salmhofer & Honerkamp (2001)
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the absence of the topological Mott insulator state in the
phase diagram and the appearance of charge-modulated
states in the large V2 regime. On the other hand, we
do not find any sign for an incommensurable charge-
modulated state reported in Ref. 41. This would require
a much higher wavevector resolution. This is beyond the
applicability of the present multi-patch approach as it
requires a much higher numerical cost.

To summarize, an independent variation of the inter-
action parameters for the onsite, nearest-neighbor and
next-nearest-neighbor repulsions does not reveal any spot
in the tentative weak-coupling phase diagram, where the
interaction-driven QSH state represents the leading in-
stability. Also, for interaction profiles inspired by ab ini-
tio parameters for graphene no indication for an topo-
logical Mott insulator state is found. Instead, we iden-
tified large parts of the phase diagram where a charge-
modulated density wave order is the leading instability
and we have found evidence for a competition between
the spin correlations and the charge correlations.
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Appendix A: fRG flow equations

The connected correlation functions of a system of in-
teracting fermions are given by the generating functional
for the fully connected correlation functions48,

G[⌘̄,⌘] = − ln� D D ̄ e
−S[ ̄, ]+(⌘̄, )+( ̄,⌘)

. (A1)

In the fRG approach28–30, we consider the generating
functional for the one-particle irreducible (1PI) corre-
lation functions or e↵ective action �[ ,  ̄] = (⌘̄, ) +
( ̄,⌘) + G[⌘̄,⌘], which is the Legendre transform G[⌘̄,⌘]
and the field arguments in � are given by  = −@G�@⌘̄
and  ̄ = @G�@⌘. Note that we use  for both, the fields
in the micrscopic action as well as for the field arguments
of the e↵ective action for notational convenience.

The modification of the microscopic action by means
of the regulator function, cf. Eq. (5), in the action en-
tering the functional integral yields the scale-dependent
e↵ective action �⇤. The functional flow equation for this
version of the e↵ective action is obtained upon the vari-
ation of �⇤ with respect to ⇤ and reads

@

@⇤
�⇤[ ̄, ] = − ( ̄, Ġ

−1
0
 )

− 1

2
Tr�(Ġ⇤

0
)−1 ��(2)⇤[ ̄, ]�

−1
� , (A2)

where (G0
⇤)−1 = diag((G⇤

0
)−1, (G⇤t

0
)−1) and

�(2)⇤[ ̄, ] =
�
�

@2
�
⇤

@ ̄@ 
@2

�
⇤

@ ̄@ ̄
@2

�
⇤

@ @ 
@2

�
⇤

@ @ ̄

�
�

. (A3)

The initial condition at the scale ⇤UV reads �⇤

UV
= S,

where ⇤UV is typically chosen as the bandwidth of the
model. In the limit ⇤→ 0 one successively integrates out
all fermionic fluctuations and obtains the full quantum
e↵ective action.

Appendix B: Truncation and approximations

We expand the e↵ective action �⇤ in fields,

�⇤[ ,  ̄] =
∞
�
i=0

(−1)i

(i!)2 �
k1,...ki

k′1,...k′i

�(2i)⇤(k′
1
, ...k

′
i, k1, ...ki)

×  ̄(k′
1
)... ̄(k′i) (ki)... (k1) , (B1)

and insert it into the flow equation (A2). Then one ob-
tains an infinite hierarchy of flow equations for the 1PI
vertex functions. To use these equations in applications
and integrate the flow equations numerically one has to
truncate the tower of equations at a certain level and em-
ploy approximations. For our analysis we follow the RG-
scale dependence of the two-particle interaction �(4)⇤

only, which carries spin indices �i and a multi-index k

gathering Matsubara frequencies ! as well as wavevectors
k and the band index b. For our spin-rotation invariant
system, we can write the two-particle interaction as

�(4)⇤�1,�2,�3,�4
= V

⇤
��1�3��2�4 − V

⇤
��1�4��2�3 , (B2)

where we have suppressed the ki and introduced the ef-
fective interaction vertex V

⇤ = V
⇤(k1, k2, k3, b4).

Appendix C: Flow of the e↵ective interaction vertex

The flow equation for the vertex is given in Eq. (6) and
the particle-particle channel the explicitely reads

�pp =�� V
⇤(k1, k2, k, b

′)L⇤(k, qpp)V ⇤(k, qpp, k3, b4)
(C1)

with ∑∫ = −A−1BZ
T ∑! ∫ d2

k∑b,b′ . The direct and crossed
particle-hole channels are given by

�ph,d =�� [−2V
⇤(k1, k, k3, b

′)L⇤(k, qd)V ⇤(qd, k2, k, b4)

+ V
⇤(k, k1, k3, b

′)L⇤(k, qd)V ⇤(qd, k2, k, b4)
+ V

⇤(k1, k, k3, b
′)L⇤(k, qd)V ⇤(k2, qd, k, b4)] ,

(C2)

�ph,cr =�� V
⇤(k, k2, k3, b

′)L⇤(k, qcr)V ⇤(k1, qcr, k, b4) ,
(C3)

and we define qpp = −k + k1 + k2, qd = k + k1 − k3 and
qcr = k+k2−k3. ABZ denotes the are of the first Brillouin
zone and the loop kernel reads

L
⇤(k, k

′) = d

d⇤
�G⇤

0
(k)G⇤

0
(k′)� (C4)

with the free propagator G0 due to the neglect of the
self-energy.

‣ momentum arguments include frequency, wavevector and orbital indices

‣ ground-state properties: neglect frequency dependence, set external frequencies to zero

V⇤(k1, k2, k3, k4)
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V Λ was also neglected, since it also affects the flow only
at third order in V Λ.
The coupling function V Λ(K1,K2,K3) depends on

three wavevectors and three Matsubara frequencies, so
that the RG equation for a two-dimensional system is a
differential equation in a 9-dimensional space. As dis-
cussed in Section II.E, its most singular part sits at
zero Matsubara frequency. Hence one may neglect the
frequency dependence. Then V Λ defines an effective
Hamiltonian. Similarly, the k-dependence is most im-
portant in the angular direction along the Fermi sur-
face. This dependence can then be taken into account
by a discretization, i.e. by devising patches in the
Brillouin zone in which the coupling function is kept
constant. Feldman et al. (1992) showed that using N
patches leads to a natural N -vector model in two dimen-
sions. Zanchi and Schulz (1998, 2000) were the first to
use it in studies of the Hubbard model.
Usually one forms elongated patches that extend

roughly perpendicular to the Fermi surface but are rather
narrow parallel to the Fermi surface (see Fig. 9). The
coupling function is then computed for wavevectors k1

to k3 at the Fermi surface in the center of the patches.
We label the patches by κi = 1, . . .N . The function
V Λ is thus approximated by O(N3) interpatch couplings
V Λ(κ1,κ2,κ3). Even if k1,k2 and k3 are on the Fermi
surface, k4 can be anywhere. In the calculation of
the loop integrals it is however necessary to assign a
patch number κ4 to k4, which amounts to an approx-
imation of projecting k4 on the Fermi surface. Note
that this projectedN -patch discretized coupling function
V Λ(κ1,κ2,κ3) then has fewer symmetries; for instance
V Λ(κ1,κ2,κ3) ̸= V Λ(κ2,κ1,κ4) in general, as in the lat-
ter object k3 is not necessarily on the Fermi surface. For
sufficiently large N , this discretization captures the an-
gular variation of the coupling function along the Fermi
surface with good precision.
The results obtained within this approximation,

described in the following, have been found to
be robust when the dependence on frequencies ωi

(Honerkamp et al., 2007; Klironomos and Tsai, 2006)
and the component of ki transversal to the Fermi sur-
face (Halboth and Metzner, 2000a; Honerkamp, 2001;
Honerkamp et al., 2004) are included. Katanin (2009)
performed a flow to third order in the scale-dependent
four-point-vertex (see Section II.E.3), with the fre-
quency dependence in the same approximation as
Honerkamp and Salmhofer (2003).

B. Results for the two-dimensional Hubbard model

Starting from the initial condition given by the Hub-
bard model, the flow is run from Λ0 down to a charac-
teristic scale Λ∗, where the largest coupling reaches some
multiple α of the bandwidth. The choice of α varies
widely in the literature; the discussion here is based on
the comparably cautious choice α = 2 or 3, as well as

s′, K1

s, K2 s, K3

s′, K4

T Λ
PP

T Λ
PH,cr

T Λ
PH,d

FIG. 8 Top row: The coupling function V Λ(K1,K2,K3) with
the spin convention, and the diagrams entering in the flow
equation for the self-energy (middle and right diagram). Mid-
dle and bottom row: The diagrams for the flow of the coupling
function. The internal lines are either full propagators GΛ or
single-scale propagators SΛ.

FIG. 9 (Color online) N-patch discretization of the Brillouin
zone for the one-band Hubbard model on the 2D square lat-
tice. The colored region is a patch in which the coupling
function is approximated as a constant.

on the consistency check that the results do not change
drastically as α is changed. The characteristic scale Λ∗
corresponds to a temperature T∗. If T is clearly above
T∗, the flow can be integrated to scale zero without any
instabilities. T∗ is only an upper bound for the tempera-
ture where ordering can set in because of order parameter
fluctuations at scales below Λ∗. In two dimensions they
are so strong that long-range order that breaks continu-
ous symmetries does not occur at any T > 0, thus “or-
dering” is to mean either short-range order with a very

Symmetries and approximations
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the absence of the topological Mott insulator state in the
phase diagram and the appearance of charge-modulated
states in the large V2 regime. On the other hand, we
do not find any sign for an incommensurable charge-
modulated state reported in Ref. 41. This would require
a much higher wavevector resolution. This is beyond the
applicability of the present multi-patch approach as it
requires a much higher numerical cost.

To summarize, an independent variation of the inter-
action parameters for the onsite, nearest-neighbor and
next-nearest-neighbor repulsions does not reveal any spot
in the tentative weak-coupling phase diagram, where the
interaction-driven QSH state represents the leading in-
stability. Also, for interaction profiles inspired by ab ini-
tio parameters for graphene no indication for an topo-
logical Mott insulator state is found. Instead, we iden-
tified large parts of the phase diagram where a charge-
modulated density wave order is the leading instability
and we have found evidence for a competition between
the spin correlations and the charge correlations.
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Appendix A: fRG flow equations

The connected correlation functions of a system of in-
teracting fermions are given by the generating functional
for the fully connected correlation functions48,

G[⌘̄,⌘] = − ln� D D ̄ e
−S[ ̄, ]+(⌘̄, )+( ̄,⌘)

. (A1)

In the fRG approach28–30, we consider the generating
functional for the one-particle irreducible (1PI) corre-
lation functions or e↵ective action �[ ,  ̄] = (⌘̄, ) +
( ̄,⌘) + G[⌘̄,⌘], which is the Legendre transform G[⌘̄,⌘]
and the field arguments in � are given by  = −@G�@⌘̄
and  ̄ = @G�@⌘. Note that we use  for both, the fields
in the micrscopic action as well as for the field arguments
of the e↵ective action for notational convenience.

The modification of the microscopic action by means
of the regulator function, cf. Eq. (5), in the action en-
tering the functional integral yields the scale-dependent
e↵ective action �⇤. The functional flow equation for this
version of the e↵ective action is obtained upon the vari-
ation of �⇤ with respect to ⇤ and reads

@

@⇤
�⇤[ ̄, ] = − ( ̄, Ġ

−1
0
 )

− 1

2
Tr�(Ġ⇤

0
)−1 ��(2)⇤[ ̄, ]�

−1
� , (A2)

where (G0
⇤)−1 = diag((G⇤

0
)−1, (G⇤t

0
)−1) and

�(2)⇤[ ̄, ] =
�
�

@2
�
⇤

@ ̄@ 
@2

�
⇤

@ ̄@ ̄
@2

�
⇤

@ @ 
@2

�
⇤

@ @ ̄

�
�

. (A3)

The initial condition at the scale ⇤UV reads �⇤

UV
= S,

where ⇤UV is typically chosen as the bandwidth of the
model. In the limit ⇤→ 0 one successively integrates out
all fermionic fluctuations and obtains the full quantum
e↵ective action.

Appendix B: Truncation and approximations

We expand the e↵ective action �⇤ in fields,

�⇤[ ,  ̄] =
∞
�
i=0

(−1)i

(i!)2 �
k1,...ki

k′1,...k′i

�(2i)⇤(k′
1
, ...k

′
i, k1, ...ki)

×  ̄(k′
1
)... ̄(k′i) (ki)... (k1) , (B1)

and insert it into the flow equation (A2). Then one ob-
tains an infinite hierarchy of flow equations for the 1PI
vertex functions. To use these equations in applications
and integrate the flow equations numerically one has to
truncate the tower of equations at a certain level and em-
ploy approximations. For our analysis we follow the RG-
scale dependence of the two-particle interaction �(4)⇤

only, which carries spin indices �i and a multi-index k

gathering Matsubara frequencies ! as well as wavevectors
k and the band index b. For our spin-rotation invariant
system, we can write the two-particle interaction as

�(4)⇤�1,�2,�3,�4
= V

⇤
��1�3��2�4 − V

⇤
��1�4��2�3 , (B2)

where we have suppressed the ki and introduced the ef-
fective interaction vertex V

⇤ = V
⇤(k1, k2, k3, b4).

Appendix C: Flow of the e↵ective interaction vertex

The flow equation for the vertex is given in Eq. (6) and
the particle-particle channel the explicitely reads

�pp =�� V
⇤(k1, k2, k, b

′)L⇤(k, qpp)V ⇤(k, qpp, k3, b4)
(C1)

with ∑∫ = −A−1BZ
T ∑! ∫ d2

k∑b,b′ . The direct and crossed
particle-hole channels are given by

�ph,d =�� [−2V
⇤(k1, k, k3, b

′)L⇤(k, qd)V ⇤(qd, k2, k, b4)

+ V
⇤(k, k1, k3, b

′)L⇤(k, qd)V ⇤(qd, k2, k, b4)
+ V

⇤(k1, k, k3, b
′)L⇤(k, qd)V ⇤(k2, qd, k, b4)] ,

(C2)

�ph,cr =�� V
⇤(k, k2, k3, b

′)L⇤(k, qcr)V ⇤(k1, qcr, k, b4) ,
(C3)

and we define qpp = −k + k1 + k2, qd = k + k1 − k3 and
qcr = k+k2−k3. ABZ denotes the are of the first Brillouin
zone and the loop kernel reads

L
⇤(k, k

′) = d

d⇤
�G⇤

0
(k)G⇤

0
(k′)� (C4)

with the free propagator G0 due to the neglect of the
self-energy.
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tonian for the simplest one-band Hubbard model reads

H = −
∑

i,j,s

ti−jc
†
i,scj,s + U

∑

i

ni,↑ni,↓ (107)

where ti−j = tj−i is the hopping amplitude between sites
i and j and U is the Hubbard on-site repulsion. We
consider here mainly the case with only nearest-neighbor
hopping t and next-to-nearest neighbor hopping t′ on a
square lattice. Additional hopping terms can be added
if a more detailed description of the band structure is
required, and other interaction terms may be added. The
chemical potential µ and t and t′ determine the band
structure ξk = −2t(coskx+cos ky)− 4t′ cos kx cos ky −µ,
and hence the shape of the Fermi surface.
Resummations of perturbation theory in U suggest

singularities in different channels, arising from Fermi
surface nesting and Van Hove singularities (Schulz,
1987), hence competing effects, which are best treated
by RG methods. After two-patch studies, which pro-
vided a very crude approximation to the momentum
dependence of the four-point vertex (Dzyaloshinskii,
1987; Furukawa et al., 1998; Gonzalez et al., 1996;
Lederer et al., 1987; Schulz, 1987), more careful

analyses with momentum-dependent vertices were
done using the Polchinski (Zanchi and Schulz, 1997,
1998, 2000), the Wick ordered (Halboth and Metzner,
2000a,b), and the one-particle irreducible flow equations
(Honerkamp et al., 2001), all with a momentum space
regulator. To include ferromagnetism, the tempera-
ture flow was introduced by Honerkamp and Salmhofer
(2001a,b) and Honerkamp (2001), and further devel-
oped by Katanin and Kampf (2003). The results of
these studies at Van Hove filling were confirmed using
a refined parametrization of the wavevector dependence
(Husemann and Salmhofer, 2009). The decoupling of the
various ordering tendencies in the limit of small U very
close to the instability and the influence of non-local in-
teractions were discussed by Binz et al. (2002, 2003).

In the general RG setup of Section II, the fermion fields
now carry a spin index s and a multiindex K consisting
of Matsubara frequencies ω, wavevectors k, and possibly
a band index b. To avoid bias, the action is required to
retain all symmetries of the initial action. This implies
(see Honerkamp et al. (2001); Salmhofer and Honerkamp
(2001)) that

Γ(4)Λ
s1s2s3s4(K1,K2;K3,K4) = V Λ(K1,K2;K3,K4)δs1s3δs2s4 − V Λ(K2,K1;K3,K4)δs1s4δs2s3 (108)

for a spin-rotation invariant system. By lattice- and time-translation invariance, K4 is fixed by K1,K2 and K3 in the
one-band model (in multiband models, the fourth band index b4 still remains free). We therefore abbreviate notation
to V Λ(K1,K2,K3). In the truncation Γ(6)Λ = 0, the flow equations for the self-energy and for the coupling function
become

d
dΛΣ

Λ(K) = −
∫

dK ′ [2V Λ(K,K ′,K)− V Λ(K,K ′,K ′)
]

SΛ(K ′) , d
dΛV

Λ = T Λ
PP + T Λ

PH,d + T Λ
PH,cr (109)

with the particle-particle term T Λ
PP and the direct and crossed particle-hole terms T Λ

PH,d and T Λ
PH,cr:

T Λ
PP (K1,K2;K3,K4) =

∫

dK V Λ(K1,K2,K) LΛ(K,−K +K1 +K2)V
Λ(K,−K +K1 +K2,K3) , (110)

T Λ
PH,d(K1,K2;K3,K4) =

∫

dK

[

−2V Λ(K1,K,K3)L
Λ(K,K +K1 −K3)V

Λ(K +K1 −K3,K2,K)

+V Λ(K1,K,K +K1 −K3)L
Λ(K,K +K1 −K3)V

Λ(K +K1 −K3,K2,K)

+V Λ(K1,K,K3)L
Λ(K,K +K1 −K3)V

Λ(K2,K +K1 −K3,K)

]

, (111)

T Λ
PH,cr(K1,K2;K3,K4) =

∫

dK V Λ(K1,K +K2 −K3,K)LΛ(K,K +K2 −K3)V
Λ(K,K2,K3) . (112)

Here LΛ(K,K ′) = SΛ(K)GΛ(K ′) +GΛ(K)SΛ(K ′) is the product of single-scale propagators SΛ and full propagators
GΛ with momentum assignments corresponding to the diagrams in Fig. 8.

For the Hubbard Hamiltonian (107), the initial condi-
tion is V Λ0(K1,K2,K3) = U . Other interactions can be
dealt with by modifying this initial condition. The trun-
cation Γ(6)Λ = 0 is justified only for a sufficiently small

bare coupling, since a contribution to Γ(6)Λ is generated
at third order in the two-particle interaction, which leads
to third order contributions to the flow of V Λ (see Sec. II).
In most studies the self-energy feedback into the flow of

d

d⇤
V ⇤(K1,K2;K3,K4) =

+

+

- where L⇤(K,K 0) =
d

d⇤
[G⇤

0 (K)G⇤
0 (K

0)]
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the absence of the topological Mott insulator state in the
phase diagram and the appearance of charge-modulated
states in the large V2 regime. On the other hand, we
do not find any sign for an incommensurable charge-
modulated state reported in Ref. 41. This would require
a much higher wavevector resolution. This is beyond the
applicability of the present multi-patch approach as it
requires a much higher numerical cost.

To summarize, an independent variation of the inter-
action parameters for the onsite, nearest-neighbor and
next-nearest-neighbor repulsions does not reveal any spot
in the tentative weak-coupling phase diagram, where the
interaction-driven QSH state represents the leading in-
stability. Also, for interaction profiles inspired by ab ini-
tio parameters for graphene no indication for an topo-
logical Mott insulator state is found. Instead, we iden-
tified large parts of the phase diagram where a charge-
modulated density wave order is the leading instability
and we have found evidence for a competition between
the spin correlations and the charge correlations.
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Appendix A: fRG flow equations

The connected correlation functions of a system of in-
teracting fermions are given by the generating functional
for the fully connected correlation functions48,

G[⌘̄,⌘] = − ln� D D ̄ e
−S[ ̄, ]+(⌘̄, )+( ̄,⌘)

. (A1)

In the fRG approach28–30, we consider the generating
functional for the one-particle irreducible (1PI) corre-
lation functions or e↵ective action �[ ,  ̄] = (⌘̄, ) +
( ̄,⌘) + G[⌘̄,⌘], which is the Legendre transform G[⌘̄,⌘]
and the field arguments in � are given by  = −@G�@⌘̄
and  ̄ = @G�@⌘. Note that we use  for both, the fields
in the micrscopic action as well as for the field arguments
of the e↵ective action for notational convenience.

The modification of the microscopic action by means
of the regulator function, cf. Eq. (5), in the action en-
tering the functional integral yields the scale-dependent
e↵ective action �⇤. The functional flow equation for this
version of the e↵ective action is obtained upon the vari-
ation of �⇤ with respect to ⇤ and reads

@

@⇤
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0
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2
Tr�(Ġ⇤
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where (G0
⇤)−1 = diag((G⇤
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)−1, (G⇤t
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)−1) and
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�
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. (A3)

The initial condition at the scale ⇤UV reads �⇤

UV
= S,

where ⇤UV is typically chosen as the bandwidth of the
model. In the limit ⇤→ 0 one successively integrates out
all fermionic fluctuations and obtains the full quantum
e↵ective action.

Appendix B: Truncation and approximations

We expand the e↵ective action �⇤ in fields,

�⇤[ ,  ̄] =
∞
�
i=0

(−1)i

(i!)2 �
k1,...ki

k′1,...k′i

�(2i)⇤(k′
1
, ...k

′
i, k1, ...ki)

×  ̄(k′
1
)... ̄(k′i) (ki)... (k1) , (B1)

and insert it into the flow equation (A2). Then one ob-
tains an infinite hierarchy of flow equations for the 1PI
vertex functions. To use these equations in applications
and integrate the flow equations numerically one has to
truncate the tower of equations at a certain level and em-
ploy approximations. For our analysis we follow the RG-
scale dependence of the two-particle interaction �(4)⇤

only, which carries spin indices �i and a multi-index k

gathering Matsubara frequencies ! as well as wavevectors
k and the band index b. For our spin-rotation invariant
system, we can write the two-particle interaction as

�(4)⇤�1,�2,�3,�4
= V

⇤
��1�3��2�4 − V

⇤
��1�4��2�3 , (B2)

where we have suppressed the ki and introduced the ef-
fective interaction vertex V

⇤ = V
⇤(k1, k2, k3, b4).

Appendix C: Flow of the e↵ective interaction vertex

The flow equation for the vertex is given in Eq. (6) and
the particle-particle channel the explicitely reads

�pp =�� V
⇤(k1, k2, k, b

′)L⇤(k, qpp)V ⇤(k, qpp, k3, b4)
(C1)

with ∑∫ = −A−1BZ
T ∑! ∫ d2

k∑b,b′ . The direct and crossed
particle-hole channels are given by

�ph,d =�� [−2V
⇤(k1, k, k3, b

′)L⇤(k, qd)V ⇤(qd, k2, k, b4)

+ V
⇤(k, k1, k3, b

′)L⇤(k, qd)V ⇤(qd, k2, k, b4)
+ V

⇤(k1, k, k3, b
′)L⇤(k, qd)V ⇤(k2, qd, k, b4)] ,

(C2)

�ph,cr =�� V
⇤(k, k2, k3, b

′)L⇤(k, qcr)V ⇤(k1, qcr, k, b4) ,
(C3)

and we define qpp = −k + k1 + k2, qd = k + k1 − k3 and
qcr = k+k2−k3. ABZ denotes the are of the first Brillouin
zone and the loop kernel reads

L
⇤(k, k

′) = d

d⇤
�G⇤

0
(k)G⇤

0
(k′)� (C4)

with the free propagator G0 due to the neglect of the
self-energy.

- corresponds to infinite order summation of one-loop pp and ph terms

- unbiased investigation of competition between various correlations

- flow to strong coupling indicates ordering transition: analyze components of VΛ 
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FIG. 3: Left panel: Interaction vertex labeled with the spin
convention (upper diagram). Below, the loop contributions
to the flow of the interaction vertex including the particle-
particle-diagram (a), the crossed particle-hole-diagram (b)
and the direct particle-hole diagrams (c). Right panel: Patch-
ing of the Brillouin zone as explained in the text.

the direct particle-hole channel

τΛPH,d(k1, k2, k3, b4) = − 1

VBZ

∫

dk⃗
∑

b,b′

[

− 2V Λ(k1, k, k3, b
′)LΛ(k, qPH,d)V

Λ(qPH,d, k2, k, b4)

+ V Λ(k, k1, k3, b
′)LΛ(k, qPH,d)V

Λ(qPH,d, k2, k, b4)

+ V Λ(k1, k, k3, b
′)LΛ(k, qPH,d)V

Λ(k2, qPH,d, k, b4)
]

,

(19)

and the crossed particle-hole channel

τΛPH,cr(k1, k2, k3, b4) = − 1

VBZ

∫

dk⃗
∑

b,b′

[

V Λ(k, k2, k3, n
′)LΛ(k, qPH,cr)V

Λ(k1, qPH,cr, k, b4)
]

,

(20)

where k = (k⃗, b) collects the wave vector and the band
index. As mentioned above, external frequencies are set
to zero ω1 = ω2 = ω3 = ω4 = 0. q⃗PP = −k⃗ + k⃗1 +
k⃗2, q⃗PH,d = k⃗ + k⃗1 − k⃗3, q⃗PH,cr = k⃗ + k⃗2 − k⃗3 are the
wavevectors of the second loop line. The band index of
the second loop line is denoted with b′. The frequency of
the second line is fixed by frequency conservation to be
−ω in the particle-particle diagram and ω in the particle-
hole diagrams. VBZ ist the volume of the BZ. The loop
kernel is given by

LΛ(k, k′) =
d

dΛ

[

GΛ
0 (k)G

Λ
0 (k

′)
]

, (21)

where in our approximation self-energy corrections are
neglected, i.e., the full propagator is identical to the free
propagator.
The wavevector dependence of the interaction vertex

is simplified by discretization. The BZ is divided into N
patches with constant wavevector dependence within one

patch, so that the coupling function has to be calculated
for only one representative momentum in each patch.
The representative momenta for the patches are chosen
to lie close to the Fermi level. The patching scheme is
shown in Fig. 3, with N = 24. Each of the four mo-
menta in V Λ(k1, k2, k3, b4) is additionally equipped with
a band index. Momentum conservation fixes one of the
four wavevectors. Altogether this results in a 64 × N3

component coupling function V Λ.

We start the fRG flow at the initial scale Λ0 which is in
our case chosen as the maximum energy of all bands. We
then integrate out all modes of these bands by decreas-
ing Λ. In typical flows some components of the effective
interaction vertex become large and diverge at a critical
scale Λc > 0. In this work we use the scale at which the
interaction vertex exceeds a value of the order of 10 times
the bandwidth as an estimate for the critical scale. The
precise choice of this value has only a minor effect on the
extracted critical scale, as the couplings grow very fast
in the vicinity of the divergence.

The divergence is strictly speaking a (physically mean-
ingful) artifact caused by the neglect of the self-energy in
the flow. With self-energy correction a gap would open
up or some other modification of the low-energy spectrum
would take place, and the flow would be regularized. This
is all well known from the Cooper instability in super-
conductors. Our analysis here tells us in which channel
ordering occurs most prominently. The pronounced mo-
mentum structure of the vertex near the critical scale
can be used to extract an effective Hamiltonian for the
low-energy degrees of freedom. This is used to determine
the leading order parameter of a given instability. Fur-
thermore, the scale Λc can be interpreted as an estimate
for ordering temperatures, if ordering is allowed by the
Mermin-Wagner theorem, or at least as the temperature
below which the dominant correlations should be clearly
observable. Furthermore, one can understand Λc as en-
ergy scale for the modification of the spectrum, typically
by a gap.

In this work we study the flow at temperature T = 0.
We find flows to strong coupling with non-zero criti-
cal scales Λc for all choices of non-vanishing interaction
terms provided there is a non-vanishing density of states
at the Fermi level of the coupled layers.

IV. INSTABILITIES AND PHASE DIAGRAM

A. ABA and ABC trilayer Hubbard model

Let us start the description of the fRG results with the
case of onsite interactions only, i.e. U > 0, V1 = V2 = 0.
We limit the study to the charge-neutrality point, i.e.
with Fermi points at K and K ′ in the Brillouin zone.
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ing of the Brillouin zone as explained in the text.

the direct particle-hole channel

τΛPH,d(k1, k2, k3, b4) = − 1

VBZ

∫

dk⃗
∑

b,b′

[

− 2V Λ(k1, k, k3, b
′)LΛ(k, qPH,d)V

Λ(qPH,d, k2, k, b4)

+ V Λ(k, k1, k3, b
′)LΛ(k, qPH,d)V

Λ(qPH,d, k2, k, b4)

+ V Λ(k1, k, k3, b
′)LΛ(k, qPH,d)V

Λ(k2, qPH,d, k, b4)
]

,

(19)

and the crossed particle-hole channel

τΛPH,cr(k1, k2, k3, b4) = − 1

VBZ

∫

dk⃗
∑

b,b′

[

V Λ(k, k2, k3, n
′)LΛ(k, qPH,cr)V

Λ(k1, qPH,cr, k, b4)
]

,

(20)

where k = (k⃗, b) collects the wave vector and the band
index. As mentioned above, external frequencies are set
to zero ω1 = ω2 = ω3 = ω4 = 0. q⃗PP = −k⃗ + k⃗1 +
k⃗2, q⃗PH,d = k⃗ + k⃗1 − k⃗3, q⃗PH,cr = k⃗ + k⃗2 − k⃗3 are the
wavevectors of the second loop line. The band index of
the second loop line is denoted with b′. The frequency of
the second line is fixed by frequency conservation to be
−ω in the particle-particle diagram and ω in the particle-
hole diagrams. VBZ ist the volume of the BZ. The loop
kernel is given by

LΛ(k, k′) =
d

dΛ

[

GΛ
0 (k)G

Λ
0 (k

′)
]

, (21)

where in our approximation self-energy corrections are
neglected, i.e., the full propagator is identical to the free
propagator.
The wavevector dependence of the interaction vertex

is simplified by discretization. The BZ is divided into N
patches with constant wavevector dependence within one

patch, so that the coupling function has to be calculated
for only one representative momentum in each patch.
The representative momenta for the patches are chosen
to lie close to the Fermi level. The patching scheme is
shown in Fig. 3, with N = 24. Each of the four mo-
menta in V Λ(k1, k2, k3, b4) is additionally equipped with
a band index. Momentum conservation fixes one of the
four wavevectors. Altogether this results in a 64 × N3

component coupling function V Λ.

We start the fRG flow at the initial scale Λ0 which is in
our case chosen as the maximum energy of all bands. We
then integrate out all modes of these bands by decreas-
ing Λ. In typical flows some components of the effective
interaction vertex become large and diverge at a critical
scale Λc > 0. In this work we use the scale at which the
interaction vertex exceeds a value of the order of 10 times
the bandwidth as an estimate for the critical scale. The
precise choice of this value has only a minor effect on the
extracted critical scale, as the couplings grow very fast
in the vicinity of the divergence.

The divergence is strictly speaking a (physically mean-
ingful) artifact caused by the neglect of the self-energy in
the flow. With self-energy correction a gap would open
up or some other modification of the low-energy spectrum
would take place, and the flow would be regularized. This
is all well known from the Cooper instability in super-
conductors. Our analysis here tells us in which channel
ordering occurs most prominently. The pronounced mo-
mentum structure of the vertex near the critical scale
can be used to extract an effective Hamiltonian for the
low-energy degrees of freedom. This is used to determine
the leading order parameter of a given instability. Fur-
thermore, the scale Λc can be interpreted as an estimate
for ordering temperatures, if ordering is allowed by the
Mermin-Wagner theorem, or at least as the temperature
below which the dominant correlations should be clearly
observable. Furthermore, one can understand Λc as en-
ergy scale for the modification of the spectrum, typically
by a gap.

In this work we study the flow at temperature T = 0.
We find flows to strong coupling with non-zero criti-
cal scales Λc for all choices of non-vanishing interaction
terms provided there is a non-vanishing density of states
at the Fermi level of the coupled layers.

IV. INSTABILITIES AND PHASE DIAGRAM

A. ABA and ABC trilayer Hubbard model

Let us start the description of the fRG results with the
case of onsite interactions only, i.e. U > 0, V1 = V2 = 0.
We limit the study to the charge-neutrality point, i.e.
with Fermi points at K and K ′ in the Brillouin zone.

+ + + +
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Symmetries and approximations



‣ orbital degrees of freedom: 

- valley d.o.f. in tBLG, d-orbitals of iron pnictides and transition-metal oxides

- sublattice index of bipartite/multi-layer lattice (e.g., graphene’s honeycomb lattice)

- general non-interacting part of multi-orbital model:

orbital indices
spin projection

wavevector

H0 =
X

~k,s

X

o,o0

c
†
o,s,~k

Ko,o0(~k)co0,s,~k

4

mation from the orbital to the band degrees of freedom
diagonalizing HTL

0 or HTL
1 is performed numerically and

has to be carried out on HI as well. This adds ‘orbital
makeup’ to the interaction terms in band representation,
leading to an additional angular dependence of the inter-
actions near the K, K ′-points. In order to resolve this
dependence we use an angular patching of the interaction
terms as explained in Sec. III.

III. FRG METHOD

We employ a functional renormalization group (fRG)
approach for the one-particle-irreducible vertices with
a momentum cutoff (for a recent review on the fRG
method, see30). In this scheme, an infrared regulator
with energy scale Λ is introduced into the bare propaga-
tor function,

G0(ω, k⃗, b) → GΛ
0 (ω, k⃗, b) =

CΛ[ϵ(k⃗, b)]

iω − ϵ(k⃗, b)
. (12)

Here, ω is the Matsubara frequency, k⃗ the wavevector,
b the band index and ϵ(k⃗, b) is the single-particle disper-
sion. As the spin is conserved the free propagator is spin
independent. The cutoff function is chosen to enforce an
energy cutoff, which regularizes the free Green’s function
by suppressing the modes with band energy below the
scale Λ,

CΛ[ϵ(k⃗, b)] ≈ Θ
(

|ϵ(k⃗, b)|− Λ
)

. (13)

For better numerical feasibility the step function is
slightly softened in the actual implementation. With
this modified scale-dependent propagator, we can define
the scale-dependent effective action ΓΛ as the Legendre
transform of the generating functional GΛ for correlation
functions, cf. Ref. 53. The RG flow of ΓΛ is generated
upon variation of Λ. By integrating the flow down from
an initial scale Λ0, which is in our case chosen as the
maximum energy of all bands, to the infrared Λ → 0,
one smoothly interpolates between the bare action of
the system and the effective action at low energy. In
order to limit the numerical effort we employ the fol-
lowing approximations. First, the hierarchy of flowing
vertex functions is truncated after the four-point (two-
particle interaction) vertex. Secondly we neglect the fre-
quency dependence, by setting all external frequencies
to zero, as we are interested in ground-state properties.
The general coupling function, which depends on three
momentum and Matsubara frequency indices (the fourth
index is fixed by conservation) is thus replaced by the
coupling function V Λ(k1, k2, k3, b4) in band representa-
tion with ki = (k⃗i, bi) or in orbital representation by

V Λ(k̃1, k̃2, k̃3, o4) with k̃i = (k⃗i, oi). Third, we neglect
self-energy corrections. This approximate fRG scheme
then amounts to an infinite-order summation of one-loop
particle-particle and particle-hole terms of second order

in the effective interactions. It allows for an unbiased
investigation of the competition between various correla-
tions, by analyzing the components of V Λ(k̃1, k̃2, k̃3, o4)
that create instabilities by growing large at a critical scale
Λc

30. With the approximations mentioned above, this
procedure is well-controlled for small interactions. At
intermediate interaction strengths we still expect to ob-
tain reasonable results. In any case, the fRG takes into
account effects beyond mean-field and random phase ap-
proximations.
The fRG calculation is performed in the band basis

in which the free part of the Hamiltonian is diagonal.
The free Hamiltonian can be diagonalized by a unitary
transformation of the form

cb,s,k⃗ =
∑

o

ubo,k⃗co,s,k⃗, (14)

c†
b,s,k⃗

=
∑

o

u∗
bo,k⃗

c†
o,s,k⃗

, (15)

where the index o includes all six sublattices in the
three layers and the index b denotes the correspond-
ing bands. In the interaction part of the Hamiltonian
the coupling function V Λ(k̃1, k̃2, k̃3, o4) in orbital space
is chosen so that it reproduces the interaction Hamilto-
nian of Eq. (11). For application of the fRG in the band
basis we have to transform the interaction via

HI =
1

2N
∑

k⃗1,k⃗2,k⃗3,s,s′

o1,o2,o3,o4

V (k̃1, k̃2, k̃3, o4)

×
∑

b1,b2,b3,b4

uo1b1,k⃗1
uo2b2,k⃗2

u∗
o3b3,k⃗3

u∗
o4b4,k⃗4

× c†
b3,s,k⃗3

c†
b4,s′,k⃗4

cb2,s′,k⃗2
cb1,s,k⃗1

=
1

2N
∑

k⃗1,k⃗2,k⃗3,s,s′

b1,b2,b3,b4

V (k1, k2, k3, b4)

× c†
b3,s,k⃗3

c†
b4,s′,k⃗4

cb2,s′,k⃗2
cb1,s,k⃗1

. (16)

Thus, in the band basis the interaction ver-
tex V (k1, k2, k3, b4) acquires a pronounced mo-
mentum dependence due to the extra prefactor
uo1b1,k⃗1

uo2b2,k⃗2
u∗
o3b3,k⃗3

u∗
o4b4,k⃗4

, which is sometimes also

referred to as ‘orbital makeup’. Previous studies have
shown that this has a crucial impact on the fRG flow by
allowing for unconventional instabilities54.
With the approximations discussed above the fRG flow

for the coupling function reads

d

dΛ
V Λ(k1, k2, k3, b4) = τΛPP + τΛPH,d + τΛPH,cr , (17)

with the particle-particle channel

τΛPP (k1, k2, k3, b4) = − 1

VBZ

∫

dk⃗
∑

b,b′

[

V Λ(k1, k2, k, b
′)LΛ(k, qPP )V

Λ(k, qPP , k3, b4)
]

, (18)

- interaction part of Hamiltonian has to be transformed accordingly

➡ adds momentum dependence to interaction vertex at bare level - orbital makeup

H0 =
X

~k,s,b

Eb(~k)c
†
b,s,~k

cb,s,~k

- unitary transformation to energy band representation:

Multi-orbital models



Fermi-surface patching scheme

‣ wavevector dependence of Fermi surface from discretization in N patches:

‣interaction constant within one patch

‣ representative momenta lie at Fermi level

‣ finite set of coupled flow equations for 

components of VΛ

‣ facilitates numerical implementation

‣example:

- t-t’-µ-Hubbard model on the square lattice:  

vertex has N3 components

- generally: VΛ has Nb4N3 components

equation for a two-dimensional system is a differential equa-
tion in a nine-dimensional space. As discussed in Sec. II.E, its
most singular part sits at zero Matsubara frequency. Hence
one may neglect the frequency dependence. Then V! defines
an effective Hamiltonian. Similarly, the k dependence is most
important in the angular direction along the Fermi surface.
This dependence can then be taken into account by a discre-
tization, i.e., by devising patches in the Brillouin zone in
which the coupling function is kept constant. Feldman et al.
(1992) showed that using N patches leads to a natural
N-vector model in two dimensions. Zanchi and Schulz
(1998, 2000) were the first to use it in studies of the
Hubbard model.

Usually one forms elongated patches that extend roughly
perpendicular to the Fermi surface but are rather narrow
parallel to the Fermi surface (see Fig. 9). The coupling
function is then computed for wave vectors k1 to k3 at the
Fermi surface in the center of the patches. We label the
patches by !i ¼ 1; . . . ; N. The function V! is thus approxi-
mated by OðN3Þ interpatch couplings V!ð!1;!2;!3Þ. Even if
k1, k2, and k3 are on the Fermi surface, k4 can be anywhere.
In the calculation of the loop integrals it is however necessary
to assign a patch number !4 to k4, which amounts to an
approximation of projecting k4 on the Fermi surface. Note
that this projected N-patch discretized coupling function
V!ð!1;!2;!3Þ then has fewer symmetries; for instance,
V!ð!1;!2;!3Þ ! V!ð!2;!1;!4Þ in general, as in the latter
object k3 is not necessarily on the Fermi surface. For suffi-
ciently large N, this discretization captures the angular varia-
tion of the coupling function along the Fermi surface with
good precision.

The results obtained within this approximation, described
in the following, have been found to be robust when the
dependence on frequencies !i (Klironomos and Tsai, 2006;
Honerkamp, Fu, and Lee, 2007) and the component of ki

transversal to the Fermi surface (Halboth and Metzner,
2000a; Honerkamp, 2001; Honerkamp et al., 2004) are
included. Katanin (2009) performed a flow to third order in

the scale-dependent four-point vertex (see Sec. II.E.3), with
the frequency dependence in the same approximation as
Honerkamp and Salmhofer (2003).

B. Results for the two-dimensional Hubbard model

Starting from the initial condition given by the Hubbard
model, the flow is run from !0 down to a characteristic scale
!$, where the largest coupling reaches some multiple " of the
bandwidth. The choice of " varies widely in the literature;
the discussion here is based on the comparably cautious
choice " ¼ 2 or 3, as well as on the consistency check that
the results do not change drastically as " is changed. The
characteristic scale !$ corresponds to a temperature T$. If T
is clearly above T$, the flow can be integrated to scale zero
without any instabilities. T$ is only an upper bound for the
temperature where ordering can set in because of order
parameter fluctuations at scales below !$. In two dimensions
they are so strong that long-range order that breaks continu-
ous symmetries does not occur at any T > 0, thus ‘‘ordering’’
means either short-range order with a large correlation length,
or ordering in a related system with a small coupling in the
third direction, as is present in most materials.

1. Antiferromagnetism and superconductivity

The results discussed here are obtained with a slightly
smeared-out step function as cutoff on k (no cutoff on the
frequencies) and by dropping the self-energy.

a. Antiferromagnetism

For t0 ¼ 0 and # ¼ 0, the band is half filled, and the Fermi
surface is a perfect square. Every vector connecting parallel
sides of the Fermi surface is a nesting vector, and r$k ¼ 0 at
ð%; 0Þ and ð0;%Þ. This strongly enhances particle-hole terms
at wave vector Q ¼ ð%;%Þ. A random-phase approximation
summation of these bubbles results in a divergent static spin
susceptibility at Q for any U > 0 at sufficiently low T,
indicating the formation of an antiferromagnetic (AF) spin-
density wave (SDW), in accordance with mean-field studies
(Fulde, 1991). The basic RG results at low T are shown for
U ¼ 2t in Fig. 10. The labeling of the N ¼ 32 patches along
the Fermi surface can be read off Fig. 10(a). Figure 10(b)
shows V! as a function of the patch indices !1 and !2, at
!$ % 0:16t and with !3 ¼ 1 [i.e., k3 near ð& %; 0Þ]. Strongly
enhanced repulsive interactions appear as a vertical line at
!2 ¼ 24 (i.e., for k2 & k3 ¼ Q), almost !1 independent, and
as a horizontal line at !1 ¼ 24 (corresponding to k1 & k3 ¼
Q) with only a weak dependence on !2, roughly half as large
as the vertical feature. In an extrapolation where the regular
profiles are narrowed down to delta functions with an appro-
priate prefactor J, V!ð!1;!2;!3Þ ¼ ðJ=4Þð2&k2& k3;Q þ
&k1& k3;QÞ, corresponding to a mean-field AF-spin interaction
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effective Hamiltonian consisting of the low-scale hopping
term and this interaction exhibits AF long-range order at
sufficiently low T. An analysis of the flow of susceptibilities
(Halboth and Metzner, 2000a; Honerkamp et al., 2001) as
described in Sec. II.F confirms this picture.

FIG. 9 (color online). N-patch discretization of the Brillouin zone
for the one-band Hubbard model on the 2D square lattice. The
colored region is a patch in which the coupling function is approxi-
mated as a constant.
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V Λ was also neglected, since it also affects the flow only
at third order in V Λ.
The coupling function V Λ(K1,K2,K3) depends on

three wavevectors and three Matsubara frequencies, so
that the RG equation for a two-dimensional system is a
differential equation in a 9-dimensional space. As dis-
cussed in Section II.E, its most singular part sits at
zero Matsubara frequency. Hence one may neglect the
frequency dependence. Then V Λ defines an effective
Hamiltonian. Similarly, the k-dependence is most im-
portant in the angular direction along the Fermi sur-
face. This dependence can then be taken into account
by a discretization, i.e. by devising patches in the
Brillouin zone in which the coupling function is kept
constant. Feldman et al. (1992) showed that using N
patches leads to a natural N -vector model in two dimen-
sions. Zanchi and Schulz (1998, 2000) were the first to
use it in studies of the Hubbard model.
Usually one forms elongated patches that extend

roughly perpendicular to the Fermi surface but are rather
narrow parallel to the Fermi surface (see Fig. 9). The
coupling function is then computed for wavevectors k1

to k3 at the Fermi surface in the center of the patches.
We label the patches by κi = 1, . . .N . The function
V Λ is thus approximated by O(N3) interpatch couplings
V Λ(κ1,κ2,κ3). Even if k1,k2 and k3 are on the Fermi
surface, k4 can be anywhere. In the calculation of
the loop integrals it is however necessary to assign a
patch number κ4 to k4, which amounts to an approx-
imation of projecting k4 on the Fermi surface. Note
that this projectedN -patch discretized coupling function
V Λ(κ1,κ2,κ3) then has fewer symmetries; for instance
V Λ(κ1,κ2,κ3) ̸= V Λ(κ2,κ1,κ4) in general, as in the lat-
ter object k3 is not necessarily on the Fermi surface. For
sufficiently large N , this discretization captures the an-
gular variation of the coupling function along the Fermi
surface with good precision.
The results obtained within this approximation,

described in the following, have been found to
be robust when the dependence on frequencies ωi

(Honerkamp et al., 2007; Klironomos and Tsai, 2006)
and the component of ki transversal to the Fermi sur-
face (Halboth and Metzner, 2000a; Honerkamp, 2001;
Honerkamp et al., 2004) are included. Katanin (2009)
performed a flow to third order in the scale-dependent
four-point-vertex (see Section II.E.3), with the fre-
quency dependence in the same approximation as
Honerkamp and Salmhofer (2003).

B. Results for the two-dimensional Hubbard model

Starting from the initial condition given by the Hub-
bard model, the flow is run from Λ0 down to a charac-
teristic scale Λ∗, where the largest coupling reaches some
multiple α of the bandwidth. The choice of α varies
widely in the literature; the discussion here is based on
the comparably cautious choice α = 2 or 3, as well as
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FIG. 8 Top row: The coupling function V Λ(K1,K2,K3) with
the spin convention, and the diagrams entering in the flow
equation for the self-energy (middle and right diagram). Mid-
dle and bottom row: The diagrams for the flow of the coupling
function. The internal lines are either full propagators GΛ or
single-scale propagators SΛ.

FIG. 9 (Color online) N-patch discretization of the Brillouin
zone for the one-band Hubbard model on the 2D square lat-
tice. The colored region is a patch in which the coupling
function is approximated as a constant.

on the consistency check that the results do not change
drastically as α is changed. The characteristic scale Λ∗
corresponds to a temperature T∗. If T is clearly above
T∗, the flow can be integrated to scale zero without any
instabilities. T∗ is only an upper bound for the tempera-
ture where ordering can set in because of order parameter
fluctuations at scales below Λ∗. In two dimensions they
are so strong that long-range order that breaks continu-
ous symmetries does not occur at any T > 0, thus “or-
dering” is to mean either short-range order with a very
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V Λ was also neglected, since it also affects the flow only
at third order in V Λ.
The coupling function V Λ(K1,K2,K3) depends on

three wavevectors and three Matsubara frequencies, so
that the RG equation for a two-dimensional system is a
differential equation in a 9-dimensional space. As dis-
cussed in Section II.E, its most singular part sits at
zero Matsubara frequency. Hence one may neglect the
frequency dependence. Then V Λ defines an effective
Hamiltonian. Similarly, the k-dependence is most im-
portant in the angular direction along the Fermi sur-
face. This dependence can then be taken into account
by a discretization, i.e. by devising patches in the
Brillouin zone in which the coupling function is kept
constant. Feldman et al. (1992) showed that using N
patches leads to a natural N -vector model in two dimen-
sions. Zanchi and Schulz (1998, 2000) were the first to
use it in studies of the Hubbard model.
Usually one forms elongated patches that extend

roughly perpendicular to the Fermi surface but are rather
narrow parallel to the Fermi surface (see Fig. 9). The
coupling function is then computed for wavevectors k1

to k3 at the Fermi surface in the center of the patches.
We label the patches by κi = 1, . . .N . The function
V Λ is thus approximated by O(N3) interpatch couplings
V Λ(κ1,κ2,κ3). Even if k1,k2 and k3 are on the Fermi
surface, k4 can be anywhere. In the calculation of
the loop integrals it is however necessary to assign a
patch number κ4 to k4, which amounts to an approx-
imation of projecting k4 on the Fermi surface. Note
that this projectedN -patch discretized coupling function
V Λ(κ1,κ2,κ3) then has fewer symmetries; for instance
V Λ(κ1,κ2,κ3) ̸= V Λ(κ2,κ1,κ4) in general, as in the lat-
ter object k3 is not necessarily on the Fermi surface. For
sufficiently large N , this discretization captures the an-
gular variation of the coupling function along the Fermi
surface with good precision.
The results obtained within this approximation,

described in the following, have been found to
be robust when the dependence on frequencies ωi

(Honerkamp et al., 2007; Klironomos and Tsai, 2006)
and the component of ki transversal to the Fermi sur-
face (Halboth and Metzner, 2000a; Honerkamp, 2001;
Honerkamp et al., 2004) are included. Katanin (2009)
performed a flow to third order in the scale-dependent
four-point-vertex (see Section II.E.3), with the fre-
quency dependence in the same approximation as
Honerkamp and Salmhofer (2003).

B. Results for the two-dimensional Hubbard model

Starting from the initial condition given by the Hub-
bard model, the flow is run from Λ0 down to a charac-
teristic scale Λ∗, where the largest coupling reaches some
multiple α of the bandwidth. The choice of α varies
widely in the literature; the discussion here is based on
the comparably cautious choice α = 2 or 3, as well as

s′, K1

s, K2 s, K3

s′, K4

T Λ
PP

T Λ
PH,cr

T Λ
PH,d

FIG. 8 Top row: The coupling function V Λ(K1,K2,K3) with
the spin convention, and the diagrams entering in the flow
equation for the self-energy (middle and right diagram). Mid-
dle and bottom row: The diagrams for the flow of the coupling
function. The internal lines are either full propagators GΛ or
single-scale propagators SΛ.

FIG. 9 (Color online) N-patch discretization of the Brillouin
zone for the one-band Hubbard model on the 2D square lat-
tice. The colored region is a patch in which the coupling
function is approximated as a constant.

on the consistency check that the results do not change
drastically as α is changed. The characteristic scale Λ∗
corresponds to a temperature T∗. If T is clearly above
T∗, the flow can be integrated to scale zero without any
instabilities. T∗ is only an upper bound for the tempera-
ture where ordering can set in because of order parameter
fluctuations at scales below Λ∗. In two dimensions they
are so strong that long-range order that breaks continu-
ous symmetries does not occur at any T > 0, thus “or-
dering” is to mean either short-range order with a very
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equation for a two-dimensional system is a differential equa-
tion in a nine-dimensional space. As discussed in Sec. II.E, its
most singular part sits at zero Matsubara frequency. Hence
one may neglect the frequency dependence. Then V! defines
an effective Hamiltonian. Similarly, the k dependence is most
important in the angular direction along the Fermi surface.
This dependence can then be taken into account by a discre-
tization, i.e., by devising patches in the Brillouin zone in
which the coupling function is kept constant. Feldman et al.
(1992) showed that using N patches leads to a natural
N-vector model in two dimensions. Zanchi and Schulz
(1998, 2000) were the first to use it in studies of the
Hubbard model.

Usually one forms elongated patches that extend roughly
perpendicular to the Fermi surface but are rather narrow
parallel to the Fermi surface (see Fig. 9). The coupling
function is then computed for wave vectors k1 to k3 at the
Fermi surface in the center of the patches. We label the
patches by !i ¼ 1; . . . ; N. The function V! is thus approxi-
mated by OðN3Þ interpatch couplings V!ð!1;!2;!3Þ. Even if
k1, k2, and k3 are on the Fermi surface, k4 can be anywhere.
In the calculation of the loop integrals it is however necessary
to assign a patch number !4 to k4, which amounts to an
approximation of projecting k4 on the Fermi surface. Note
that this projected N-patch discretized coupling function
V!ð!1;!2;!3Þ then has fewer symmetries; for instance,
V!ð!1;!2;!3Þ ! V!ð!2;!1;!4Þ in general, as in the latter
object k3 is not necessarily on the Fermi surface. For suffi-
ciently large N, this discretization captures the angular varia-
tion of the coupling function along the Fermi surface with
good precision.

The results obtained within this approximation, described
in the following, have been found to be robust when the
dependence on frequencies !i (Klironomos and Tsai, 2006;
Honerkamp, Fu, and Lee, 2007) and the component of ki

transversal to the Fermi surface (Halboth and Metzner,
2000a; Honerkamp, 2001; Honerkamp et al., 2004) are
included. Katanin (2009) performed a flow to third order in

the scale-dependent four-point vertex (see Sec. II.E.3), with
the frequency dependence in the same approximation as
Honerkamp and Salmhofer (2003).

B. Results for the two-dimensional Hubbard model

Starting from the initial condition given by the Hubbard
model, the flow is run from !0 down to a characteristic scale
!$, where the largest coupling reaches some multiple " of the
bandwidth. The choice of " varies widely in the literature;
the discussion here is based on the comparably cautious
choice " ¼ 2 or 3, as well as on the consistency check that
the results do not change drastically as " is changed. The
characteristic scale !$ corresponds to a temperature T$. If T
is clearly above T$, the flow can be integrated to scale zero
without any instabilities. T$ is only an upper bound for the
temperature where ordering can set in because of order
parameter fluctuations at scales below !$. In two dimensions
they are so strong that long-range order that breaks continu-
ous symmetries does not occur at any T > 0, thus ‘‘ordering’’
means either short-range order with a large correlation length,
or ordering in a related system with a small coupling in the
third direction, as is present in most materials.

1. Antiferromagnetism and superconductivity

The results discussed here are obtained with a slightly
smeared-out step function as cutoff on k (no cutoff on the
frequencies) and by dropping the self-energy.

a. Antiferromagnetism

For t0 ¼ 0 and # ¼ 0, the band is half filled, and the Fermi
surface is a perfect square. Every vector connecting parallel
sides of the Fermi surface is a nesting vector, and r$k ¼ 0 at
ð%; 0Þ and ð0;%Þ. This strongly enhances particle-hole terms
at wave vector Q ¼ ð%;%Þ. A random-phase approximation
summation of these bubbles results in a divergent static spin
susceptibility at Q for any U > 0 at sufficiently low T,
indicating the formation of an antiferromagnetic (AF) spin-
density wave (SDW), in accordance with mean-field studies
(Fulde, 1991). The basic RG results at low T are shown for
U ¼ 2t in Fig. 10. The labeling of the N ¼ 32 patches along
the Fermi surface can be read off Fig. 10(a). Figure 10(b)
shows V! as a function of the patch indices !1 and !2, at
!$ % 0:16t and with !3 ¼ 1 [i.e., k3 near ð& %; 0Þ]. Strongly
enhanced repulsive interactions appear as a vertical line at
!2 ¼ 24 (i.e., for k2 & k3 ¼ Q), almost !1 independent, and
as a horizontal line at !1 ¼ 24 (corresponding to k1 & k3 ¼
Q) with only a weak dependence on !2, roughly half as large
as the vertical feature. In an extrapolation where the regular
profiles are narrowed down to delta functions with an appro-
priate prefactor J, V!ð!1;!2;!3Þ ¼ ðJ=4Þð2&k2& k3;Q þ
&k1& k3;QÞ, corresponding to a mean-field AF-spin interaction

Hamiltonian J
P

hi;jie
iQ(ðRi& RjÞSi (Sj, withSi ¼ 1

2 c
þ
i !ci. The

effective Hamiltonian consisting of the low-scale hopping
term and this interaction exhibits AF long-range order at
sufficiently low T. An analysis of the flow of susceptibilities
(Halboth and Metzner, 2000a; Honerkamp et al., 2001) as
described in Sec. II.F confirms this picture.

FIG. 9 (color online). N-patch discretization of the Brillouin zone
for the one-band Hubbard model on the 2D square lattice. The
colored region is a patch in which the coupling function is approxi-
mated as a constant.
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‣ mean-field decoupling → antiferromagnetic SDW (AF-SDW)

The extrapolation to a mean-field Hamiltonian is a drastic
oversimplification, in which the spin fluctuations are lost, but
they are retained in the V! obtained by the RG flow. As the
leading instability is clearly exposed by this analysis, one can
also resort to a bosonized description that treats the collective
infrared physics (Baier, Bick, and Wetterich, 2004).

b. d-wave Cooper pairing

For t0 ¼ "0:3t and ! ¼ "1:2t, the Fermi surface still
contains the saddle points ð"; 0Þ and ð0;"Þ but is curved
away from these points [Fig. 10(c)]. Now Cooper pair scat-
tering dominates, well visible in Fig. 10(d) on the diagonal
lines k1 þ k2 ¼ 0 (j#1 " #2j ¼ N=2 in terms of patch in-
dices). It is attractive when the incoming pair k1;"k1 is near
the same saddle point ð&"; 0Þ as the outgoing pair k3, "k3,
and repulsive when incoming and outgoing pairs are at differ-
ent saddle points. This is the symmetry of the form factor
dðkÞ ¼ d0ðcoskx " coskyÞ for dx2"y2 Cooper pairing. In an

extrapolation as above, V!ðk1;k2;k3Þ gives rise to the mean-
field Hamiltonian

H!
dSC ¼ VdSC

X

k;k0
dðkÞdðk0Þcyk0;"c

y
"k0 ;#c"k;#ck;";

which has a d-wave singlet-paired ground state. This d-wave
pairing instability was found in a number of studies using
different functional RG schemes (Zanchi and Schulz, 1998,
2000; Halboth and Metzner, 2000a, 2000b; Honerkamp,
2001; Honerkamp et al., 2001; Honerkamp and Salmhofer,
2001a, 2001b; Tsai and Marston, 2001), in a rather large
parameter region. This constitutes convincing evidence that

the weakly coupled Hubbard model possesses a d-wave
superconducting ground state.

c. Interplay of AF and SC

In Fig. 10(d), the sign structure of the d-wave term goes
together, and fits perfectly with, enhanced repulsive interac-
tions near #1 ¼ 8 and #2 ¼ 24, which are the remnants of the
SDW feature in Fig. 10(b). Their larger width is due to the
Fermi surface curvature. As ! is decreased, these SDW
features appear first, due to approximate nesting at high
scales, and then create an attractive component in the
dx2"y2-pairing channel, which then grows as ! is lowered

further, while the SDW is cut off by Fermi surface curvature,
as discussed also in Appendix B.3. When the SDW-enhancing
terms are removed by hand from the right-hand side of the
RG equation, the d-wave terms are suppressed as well. Thus
the d-wave pairing interaction is induced by AF-spin fluctua-
tions that appear on higher scales.

At fixed U, t, and t0, there is a sizable interval of ! for
which the Fermi surface remains close to the saddle points.
Since both AF-SDW and d-wave SC are driven by repulsive
scattering between ð"; 0Þ and ð0;"Þ, both grow and reinforce
one another. In the saddle point regime, it becomes impossible
to single out one over the other in the truncation used here. By
analogy with the quasi-one-dimensional ladder systems, it has
been argued that in this regime the Fermi surface gets trun-
cated (Furukawa, Rice, and Salmhofer, 1998; Honerkamp
et al., 2001; Läuchli, Honerkamp, and Rice, 2004).

2. Ferromagnetism versus superconductivity

At the van Hove filling, ferromagnetic (FM) tendencies are
enhanced by the logarithmic divergence of the density of
states, and the Stoner criterion for the bare interaction sug-
gests an FM ordered state at arbitrarily smallU. However, the
van Hove singularities also make the OðU2Þ Cooper pair
scattering log2 divergent, hence putting the two terms into
direct competition.

As discussed in Sec. II.D.1, the momentum-shell cutoff
artificially suppresses FM. For this reason, the T flow (see
Sec. II.D.2) was invented (Honerkamp and Salmhofer, 2001a,
2001b), and we discuss results obtained by T flow here. The
main difference to the AF and SC scenario discussed above is
that at zero transfer momentum, scattering processes driving
FM must have the opposite sign from those driving singlet
SC, hence mutually suppressing one another. This simple
picture is confirmed by the RG with momentum-dependent
vertices, in a study where t0 and ! are varied at fixed U and t,
such that the Fermi surface always contains the saddle points:
near to t0 ¼ "t=3, T' gets strongly suppressed, hinting at a
quantum critical point between the d-wave SC and FM
phases (lower left plot in Fig. 11). These results were later
confirmed by a two-particle self-consistent approach
(Hankyevych, Kyung, and Termblay, 2003) and in the so-
called " scheme, which employs a soft infrared regulator on
the Matsubara frequencies (Husemann and Salmhofer, 2009);
see the lower right plot in Fig. 11. In the latter study, the
N-patch scheme was replaced by a parametrization of the
vertex functions in terms of exchange bosons. The much
higher value of !' in the transitional regime near t0¼"t=3
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FIG. 10 (color online). N-patch functional RG data obtained with
the momentum-shell functional RG for the repulsive Hubbard
model on the 2D square lattice. Upper plots: ! ¼ 0, t0 ¼ 0, and
initial U ¼ 2t; lower plots: ! ¼ 1:2t, t0 ¼ "0:3t, and U ¼ 3t. Left:
Fermi surfaces for the two cases and the N ¼ 32 discretization
points for the two incoming k1, k2 and the first outgoing wave
vector k3. Right: The coupling function V!' ð#1;#2;#3Þ with
#3 ¼ 1 and #1 and #2 moving around the Fermi surface. The color
bars on the right indicate the values of the interactions.
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@ zero doping

equation for a two-dimensional system is a differential equa-
tion in a nine-dimensional space. As discussed in Sec. II.E, its
most singular part sits at zero Matsubara frequency. Hence
one may neglect the frequency dependence. Then V! defines
an effective Hamiltonian. Similarly, the k dependence is most
important in the angular direction along the Fermi surface.
This dependence can then be taken into account by a discre-
tization, i.e., by devising patches in the Brillouin zone in
which the coupling function is kept constant. Feldman et al.
(1992) showed that using N patches leads to a natural
N-vector model in two dimensions. Zanchi and Schulz
(1998, 2000) were the first to use it in studies of the
Hubbard model.

Usually one forms elongated patches that extend roughly
perpendicular to the Fermi surface but are rather narrow
parallel to the Fermi surface (see Fig. 9). The coupling
function is then computed for wave vectors k1 to k3 at the
Fermi surface in the center of the patches. We label the
patches by !i ¼ 1; . . . ; N. The function V! is thus approxi-
mated by OðN3Þ interpatch couplings V!ð!1;!2;!3Þ. Even if
k1, k2, and k3 are on the Fermi surface, k4 can be anywhere.
In the calculation of the loop integrals it is however necessary
to assign a patch number !4 to k4, which amounts to an
approximation of projecting k4 on the Fermi surface. Note
that this projected N-patch discretized coupling function
V!ð!1;!2;!3Þ then has fewer symmetries; for instance,
V!ð!1;!2;!3Þ ! V!ð!2;!1;!4Þ in general, as in the latter
object k3 is not necessarily on the Fermi surface. For suffi-
ciently large N, this discretization captures the angular varia-
tion of the coupling function along the Fermi surface with
good precision.

The results obtained within this approximation, described
in the following, have been found to be robust when the
dependence on frequencies !i (Klironomos and Tsai, 2006;
Honerkamp, Fu, and Lee, 2007) and the component of ki

transversal to the Fermi surface (Halboth and Metzner,
2000a; Honerkamp, 2001; Honerkamp et al., 2004) are
included. Katanin (2009) performed a flow to third order in

the scale-dependent four-point vertex (see Sec. II.E.3), with
the frequency dependence in the same approximation as
Honerkamp and Salmhofer (2003).

B. Results for the two-dimensional Hubbard model

Starting from the initial condition given by the Hubbard
model, the flow is run from !0 down to a characteristic scale
!$, where the largest coupling reaches some multiple " of the
bandwidth. The choice of " varies widely in the literature;
the discussion here is based on the comparably cautious
choice " ¼ 2 or 3, as well as on the consistency check that
the results do not change drastically as " is changed. The
characteristic scale !$ corresponds to a temperature T$. If T
is clearly above T$, the flow can be integrated to scale zero
without any instabilities. T$ is only an upper bound for the
temperature where ordering can set in because of order
parameter fluctuations at scales below !$. In two dimensions
they are so strong that long-range order that breaks continu-
ous symmetries does not occur at any T > 0, thus ‘‘ordering’’
means either short-range order with a large correlation length,
or ordering in a related system with a small coupling in the
third direction, as is present in most materials.

1. Antiferromagnetism and superconductivity

The results discussed here are obtained with a slightly
smeared-out step function as cutoff on k (no cutoff on the
frequencies) and by dropping the self-energy.

a. Antiferromagnetism

For t0 ¼ 0 and # ¼ 0, the band is half filled, and the Fermi
surface is a perfect square. Every vector connecting parallel
sides of the Fermi surface is a nesting vector, and r$k ¼ 0 at
ð%; 0Þ and ð0;%Þ. This strongly enhances particle-hole terms
at wave vector Q ¼ ð%;%Þ. A random-phase approximation
summation of these bubbles results in a divergent static spin
susceptibility at Q for any U > 0 at sufficiently low T,
indicating the formation of an antiferromagnetic (AF) spin-
density wave (SDW), in accordance with mean-field studies
(Fulde, 1991). The basic RG results at low T are shown for
U ¼ 2t in Fig. 10. The labeling of the N ¼ 32 patches along
the Fermi surface can be read off Fig. 10(a). Figure 10(b)
shows V! as a function of the patch indices !1 and !2, at
!$ % 0:16t and with !3 ¼ 1 [i.e., k3 near ð& %; 0Þ]. Strongly
enhanced repulsive interactions appear as a vertical line at
!2 ¼ 24 (i.e., for k2 & k3 ¼ Q), almost !1 independent, and
as a horizontal line at !1 ¼ 24 (corresponding to k1 & k3 ¼
Q) with only a weak dependence on !2, roughly half as large
as the vertical feature. In an extrapolation where the regular
profiles are narrowed down to delta functions with an appro-
priate prefactor J, V!ð!1;!2;!3Þ ¼ ðJ=4Þð2&k2& k3;Q þ
&k1& k3;QÞ, corresponding to a mean-field AF-spin interaction
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effective Hamiltonian consisting of the low-scale hopping
term and this interaction exhibits AF long-range order at
sufficiently low T. An analysis of the flow of susceptibilities
(Halboth and Metzner, 2000a; Honerkamp et al., 2001) as
described in Sec. II.F confirms this picture.

FIG. 9 (color online). N-patch discretization of the Brillouin zone
for the one-band Hubbard model on the 2D square lattice. The
colored region is a patch in which the coupling function is approxi-
mated as a constant.
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Rev. Mod. Phys., Vol. 84, No. 1, January–March 2012 The extrapolation to a mean-field Hamiltonian is a drastic
oversimplification, in which the spin fluctuations are lost, but
they are retained in the V! obtained by the RG flow. As the
leading instability is clearly exposed by this analysis, one can
also resort to a bosonized description that treats the collective
infrared physics (Baier, Bick, and Wetterich, 2004).

b. d-wave Cooper pairing

For t0 ¼ "0:3t and ! ¼ "1:2t, the Fermi surface still
contains the saddle points ð"; 0Þ and ð0;"Þ but is curved
away from these points [Fig. 10(c)]. Now Cooper pair scat-
tering dominates, well visible in Fig. 10(d) on the diagonal
lines k1 þ k2 ¼ 0 (j#1 " #2j ¼ N=2 in terms of patch in-
dices). It is attractive when the incoming pair k1;"k1 is near
the same saddle point ð&"; 0Þ as the outgoing pair k3, "k3,
and repulsive when incoming and outgoing pairs are at differ-
ent saddle points. This is the symmetry of the form factor
dðkÞ ¼ d0ðcoskx " coskyÞ for dx2"y2 Cooper pairing. In an

extrapolation as above, V!ðk1;k2;k3Þ gives rise to the mean-
field Hamiltonian

H!
dSC ¼ VdSC

X

k;k0
dðkÞdðk0Þcyk0;"c

y
"k0 ;#c"k;#ck;";

which has a d-wave singlet-paired ground state. This d-wave
pairing instability was found in a number of studies using
different functional RG schemes (Zanchi and Schulz, 1998,
2000; Halboth and Metzner, 2000a, 2000b; Honerkamp,
2001; Honerkamp et al., 2001; Honerkamp and Salmhofer,
2001a, 2001b; Tsai and Marston, 2001), in a rather large
parameter region. This constitutes convincing evidence that

the weakly coupled Hubbard model possesses a d-wave
superconducting ground state.

c. Interplay of AF and SC

In Fig. 10(d), the sign structure of the d-wave term goes
together, and fits perfectly with, enhanced repulsive interac-
tions near #1 ¼ 8 and #2 ¼ 24, which are the remnants of the
SDW feature in Fig. 10(b). Their larger width is due to the
Fermi surface curvature. As ! is decreased, these SDW
features appear first, due to approximate nesting at high
scales, and then create an attractive component in the
dx2"y2-pairing channel, which then grows as ! is lowered

further, while the SDW is cut off by Fermi surface curvature,
as discussed also in Appendix B.3. When the SDW-enhancing
terms are removed by hand from the right-hand side of the
RG equation, the d-wave terms are suppressed as well. Thus
the d-wave pairing interaction is induced by AF-spin fluctua-
tions that appear on higher scales.

At fixed U, t, and t0, there is a sizable interval of ! for
which the Fermi surface remains close to the saddle points.
Since both AF-SDW and d-wave SC are driven by repulsive
scattering between ð"; 0Þ and ð0;"Þ, both grow and reinforce
one another. In the saddle point regime, it becomes impossible
to single out one over the other in the truncation used here. By
analogy with the quasi-one-dimensional ladder systems, it has
been argued that in this regime the Fermi surface gets trun-
cated (Furukawa, Rice, and Salmhofer, 1998; Honerkamp
et al., 2001; Läuchli, Honerkamp, and Rice, 2004).

2. Ferromagnetism versus superconductivity

At the van Hove filling, ferromagnetic (FM) tendencies are
enhanced by the logarithmic divergence of the density of
states, and the Stoner criterion for the bare interaction sug-
gests an FM ordered state at arbitrarily smallU. However, the
van Hove singularities also make the OðU2Þ Cooper pair
scattering log2 divergent, hence putting the two terms into
direct competition.

As discussed in Sec. II.D.1, the momentum-shell cutoff
artificially suppresses FM. For this reason, the T flow (see
Sec. II.D.2) was invented (Honerkamp and Salmhofer, 2001a,
2001b), and we discuss results obtained by T flow here. The
main difference to the AF and SC scenario discussed above is
that at zero transfer momentum, scattering processes driving
FM must have the opposite sign from those driving singlet
SC, hence mutually suppressing one another. This simple
picture is confirmed by the RG with momentum-dependent
vertices, in a study where t0 and ! are varied at fixed U and t,
such that the Fermi surface always contains the saddle points:
near to t0 ¼ "t=3, T' gets strongly suppressed, hinting at a
quantum critical point between the d-wave SC and FM
phases (lower left plot in Fig. 11). These results were later
confirmed by a two-particle self-consistent approach
(Hankyevych, Kyung, and Termblay, 2003) and in the so-
called " scheme, which employs a soft infrared regulator on
the Matsubara frequencies (Husemann and Salmhofer, 2009);
see the lower right plot in Fig. 11. In the latter study, the
N-patch scheme was replaced by a parametrization of the
vertex functions in terms of exchange bosons. The much
higher value of !' in the transitional regime near t0¼"t=3
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FIG. 10 (color online). N-patch functional RG data obtained with
the momentum-shell functional RG for the repulsive Hubbard
model on the 2D square lattice. Upper plots: ! ¼ 0, t0 ¼ 0, and
initial U ¼ 2t; lower plots: ! ¼ 1:2t, t0 ¼ "0:3t, and U ¼ 3t. Left:
Fermi surfaces for the two cases and the N ¼ 32 discretization
points for the two incoming k1, k2 and the first outgoing wave
vector k3. Right: The coupling function V!' ð#1;#2;#3Þ with
#3 ¼ 1 and #1 and #2 moving around the Fermi surface. The color
bars on the right indicate the values of the interactions.
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@ specific finite doping

or Heff =

The extrapolation to a mean-field Hamiltonian is a drastic
oversimplification, in which the spin fluctuations are lost, but
they are retained in the V! obtained by the RG flow. As the
leading instability is clearly exposed by this analysis, one can
also resort to a bosonized description that treats the collective
infrared physics (Baier, Bick, and Wetterich, 2004).

b. d-wave Cooper pairing

For t0 ¼ "0:3t and ! ¼ "1:2t, the Fermi surface still
contains the saddle points ð"; 0Þ and ð0;"Þ but is curved
away from these points [Fig. 10(c)]. Now Cooper pair scat-
tering dominates, well visible in Fig. 10(d) on the diagonal
lines k1 þ k2 ¼ 0 (j#1 " #2j ¼ N=2 in terms of patch in-
dices). It is attractive when the incoming pair k1;"k1 is near
the same saddle point ð&"; 0Þ as the outgoing pair k3, "k3,
and repulsive when incoming and outgoing pairs are at differ-
ent saddle points. This is the symmetry of the form factor
dðkÞ ¼ d0ðcoskx " coskyÞ for dx2"y2 Cooper pairing. In an

extrapolation as above, V!ðk1;k2;k3Þ gives rise to the mean-
field Hamiltonian

H!
dSC ¼ VdSC

X
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dðkÞdðk0Þcyk0;"c
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"k0 ;#c"k;#ck;";

which has a d-wave singlet-paired ground state. This d-wave
pairing instability was found in a number of studies using
different functional RG schemes (Zanchi and Schulz, 1998,
2000; Halboth and Metzner, 2000a, 2000b; Honerkamp,
2001; Honerkamp et al., 2001; Honerkamp and Salmhofer,
2001a, 2001b; Tsai and Marston, 2001), in a rather large
parameter region. This constitutes convincing evidence that

the weakly coupled Hubbard model possesses a d-wave
superconducting ground state.

c. Interplay of AF and SC

In Fig. 10(d), the sign structure of the d-wave term goes
together, and fits perfectly with, enhanced repulsive interac-
tions near #1 ¼ 8 and #2 ¼ 24, which are the remnants of the
SDW feature in Fig. 10(b). Their larger width is due to the
Fermi surface curvature. As ! is decreased, these SDW
features appear first, due to approximate nesting at high
scales, and then create an attractive component in the
dx2"y2-pairing channel, which then grows as ! is lowered

further, while the SDW is cut off by Fermi surface curvature,
as discussed also in Appendix B.3. When the SDW-enhancing
terms are removed by hand from the right-hand side of the
RG equation, the d-wave terms are suppressed as well. Thus
the d-wave pairing interaction is induced by AF-spin fluctua-
tions that appear on higher scales.

At fixed U, t, and t0, there is a sizable interval of ! for
which the Fermi surface remains close to the saddle points.
Since both AF-SDW and d-wave SC are driven by repulsive
scattering between ð"; 0Þ and ð0;"Þ, both grow and reinforce
one another. In the saddle point regime, it becomes impossible
to single out one over the other in the truncation used here. By
analogy with the quasi-one-dimensional ladder systems, it has
been argued that in this regime the Fermi surface gets trun-
cated (Furukawa, Rice, and Salmhofer, 1998; Honerkamp
et al., 2001; Läuchli, Honerkamp, and Rice, 2004).

2. Ferromagnetism versus superconductivity

At the van Hove filling, ferromagnetic (FM) tendencies are
enhanced by the logarithmic divergence of the density of
states, and the Stoner criterion for the bare interaction sug-
gests an FM ordered state at arbitrarily smallU. However, the
van Hove singularities also make the OðU2Þ Cooper pair
scattering log2 divergent, hence putting the two terms into
direct competition.

As discussed in Sec. II.D.1, the momentum-shell cutoff
artificially suppresses FM. For this reason, the T flow (see
Sec. II.D.2) was invented (Honerkamp and Salmhofer, 2001a,
2001b), and we discuss results obtained by T flow here. The
main difference to the AF and SC scenario discussed above is
that at zero transfer momentum, scattering processes driving
FM must have the opposite sign from those driving singlet
SC, hence mutually suppressing one another. This simple
picture is confirmed by the RG with momentum-dependent
vertices, in a study where t0 and ! are varied at fixed U and t,
such that the Fermi surface always contains the saddle points:
near to t0 ¼ "t=3, T' gets strongly suppressed, hinting at a
quantum critical point between the d-wave SC and FM
phases (lower left plot in Fig. 11). These results were later
confirmed by a two-particle self-consistent approach
(Hankyevych, Kyung, and Termblay, 2003) and in the so-
called " scheme, which employs a soft infrared regulator on
the Matsubara frequencies (Husemann and Salmhofer, 2009);
see the lower right plot in Fig. 11. In the latter study, the
N-patch scheme was replaced by a parametrization of the
vertex functions in terms of exchange bosons. The much
higher value of !' in the transitional regime near t0¼"t=3
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FIG. 10 (color online). N-patch functional RG data obtained with
the momentum-shell functional RG for the repulsive Hubbard
model on the 2D square lattice. Upper plots: ! ¼ 0, t0 ¼ 0, and
initial U ¼ 2t; lower plots: ! ¼ 1:2t, t0 ¼ "0:3t, and U ¼ 3t. Left:
Fermi surfaces for the two cases and the N ¼ 32 discretization
points for the two incoming k1, k2 and the first outgoing wave
vector k3. Right: The coupling function V!' ð#1;#2;#3Þ with
#3 ¼ 1 and #1 and #2 moving around the Fermi surface. The color
bars on the right indicate the values of the interactions.
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   or d-wave SC

23

V Λ was also neglected, since it also affects the flow only
at third order in V Λ.
The coupling function V Λ(K1,K2,K3) depends on

three wavevectors and three Matsubara frequencies, so
that the RG equation for a two-dimensional system is a
differential equation in a 9-dimensional space. As dis-
cussed in Section II.E, its most singular part sits at
zero Matsubara frequency. Hence one may neglect the
frequency dependence. Then V Λ defines an effective
Hamiltonian. Similarly, the k-dependence is most im-
portant in the angular direction along the Fermi sur-
face. This dependence can then be taken into account
by a discretization, i.e. by devising patches in the
Brillouin zone in which the coupling function is kept
constant. Feldman et al. (1992) showed that using N
patches leads to a natural N -vector model in two dimen-
sions. Zanchi and Schulz (1998, 2000) were the first to
use it in studies of the Hubbard model.
Usually one forms elongated patches that extend

roughly perpendicular to the Fermi surface but are rather
narrow parallel to the Fermi surface (see Fig. 9). The
coupling function is then computed for wavevectors k1

to k3 at the Fermi surface in the center of the patches.
We label the patches by κi = 1, . . .N . The function
V Λ is thus approximated by O(N3) interpatch couplings
V Λ(κ1,κ2,κ3). Even if k1,k2 and k3 are on the Fermi
surface, k4 can be anywhere. In the calculation of
the loop integrals it is however necessary to assign a
patch number κ4 to k4, which amounts to an approx-
imation of projecting k4 on the Fermi surface. Note
that this projectedN -patch discretized coupling function
V Λ(κ1,κ2,κ3) then has fewer symmetries; for instance
V Λ(κ1,κ2,κ3) ̸= V Λ(κ2,κ1,κ4) in general, as in the lat-
ter object k3 is not necessarily on the Fermi surface. For
sufficiently large N , this discretization captures the an-
gular variation of the coupling function along the Fermi
surface with good precision.
The results obtained within this approximation,

described in the following, have been found to
be robust when the dependence on frequencies ωi

(Honerkamp et al., 2007; Klironomos and Tsai, 2006)
and the component of ki transversal to the Fermi sur-
face (Halboth and Metzner, 2000a; Honerkamp, 2001;
Honerkamp et al., 2004) are included. Katanin (2009)
performed a flow to third order in the scale-dependent
four-point-vertex (see Section II.E.3), with the fre-
quency dependence in the same approximation as
Honerkamp and Salmhofer (2003).

B. Results for the two-dimensional Hubbard model

Starting from the initial condition given by the Hub-
bard model, the flow is run from Λ0 down to a charac-
teristic scale Λ∗, where the largest coupling reaches some
multiple α of the bandwidth. The choice of α varies
widely in the literature; the discussion here is based on
the comparably cautious choice α = 2 or 3, as well as

s′, K1

s, K2 s, K3

s′, K4

T Λ
PP

T Λ
PH,cr

T Λ
PH,d

FIG. 8 Top row: The coupling function V Λ(K1,K2,K3) with
the spin convention, and the diagrams entering in the flow
equation for the self-energy (middle and right diagram). Mid-
dle and bottom row: The diagrams for the flow of the coupling
function. The internal lines are either full propagators GΛ or
single-scale propagators SΛ.

FIG. 9 (Color online) N-patch discretization of the Brillouin
zone for the one-band Hubbard model on the 2D square lat-
tice. The colored region is a patch in which the coupling
function is approximated as a constant.

on the consistency check that the results do not change
drastically as α is changed. The characteristic scale Λ∗
corresponds to a temperature T∗. If T is clearly above
T∗, the flow can be integrated to scale zero without any
instabilities. T∗ is only an upper bound for the tempera-
ture where ordering can set in because of order parameter
fluctuations at scales below Λ∗. In two dimensions they
are so strong that long-range order that breaks continu-
ous symmetries does not occur at any T > 0, thus “or-
dering” is to mean either short-range order with a very
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• fermion fRG: discovery tool for leading many-body instabilities
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V Λ was also neglected, since it also affects the flow only
at third order in V Λ.
The coupling function V Λ(K1,K2,K3) depends on

three wavevectors and three Matsubara frequencies, so
that the RG equation for a two-dimensional system is a
differential equation in a 9-dimensional space. As dis-
cussed in Section II.E, its most singular part sits at
zero Matsubara frequency. Hence one may neglect the
frequency dependence. Then V Λ defines an effective
Hamiltonian. Similarly, the k-dependence is most im-
portant in the angular direction along the Fermi sur-
face. This dependence can then be taken into account
by a discretization, i.e. by devising patches in the
Brillouin zone in which the coupling function is kept
constant. Feldman et al. (1992) showed that using N
patches leads to a natural N -vector model in two dimen-
sions. Zanchi and Schulz (1998, 2000) were the first to
use it in studies of the Hubbard model.
Usually one forms elongated patches that extend

roughly perpendicular to the Fermi surface but are rather
narrow parallel to the Fermi surface (see Fig. 9). The
coupling function is then computed for wavevectors k1

to k3 at the Fermi surface in the center of the patches.
We label the patches by κi = 1, . . .N . The function
V Λ is thus approximated by O(N3) interpatch couplings
V Λ(κ1,κ2,κ3). Even if k1,k2 and k3 are on the Fermi
surface, k4 can be anywhere. In the calculation of
the loop integrals it is however necessary to assign a
patch number κ4 to k4, which amounts to an approx-
imation of projecting k4 on the Fermi surface. Note
that this projectedN -patch discretized coupling function
V Λ(κ1,κ2,κ3) then has fewer symmetries; for instance
V Λ(κ1,κ2,κ3) ̸= V Λ(κ2,κ1,κ4) in general, as in the lat-
ter object k3 is not necessarily on the Fermi surface. For
sufficiently large N , this discretization captures the an-
gular variation of the coupling function along the Fermi
surface with good precision.
The results obtained within this approximation,

described in the following, have been found to
be robust when the dependence on frequencies ωi

(Honerkamp et al., 2007; Klironomos and Tsai, 2006)
and the component of ki transversal to the Fermi sur-
face (Halboth and Metzner, 2000a; Honerkamp, 2001;
Honerkamp et al., 2004) are included. Katanin (2009)
performed a flow to third order in the scale-dependent
four-point-vertex (see Section II.E.3), with the fre-
quency dependence in the same approximation as
Honerkamp and Salmhofer (2003).

B. Results for the two-dimensional Hubbard model

Starting from the initial condition given by the Hub-
bard model, the flow is run from Λ0 down to a charac-
teristic scale Λ∗, where the largest coupling reaches some
multiple α of the bandwidth. The choice of α varies
widely in the literature; the discussion here is based on
the comparably cautious choice α = 2 or 3, as well as
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on the consistency check that the results do not change
drastically as α is changed. The characteristic scale Λ∗
corresponds to a temperature T∗. If T is clearly above
T∗, the flow can be integrated to scale zero without any
instabilities. T∗ is only an upper bound for the tempera-
ture where ordering can set in because of order parameter
fluctuations at scales below Λ∗. In two dimensions they
are so strong that long-range order that breaks continu-
ous symmetries does not occur at any T > 0, thus “or-
dering” is to mean either short-range order with a very

Metzner et al., RMP 84 (2012)

‣ treats all fermionic fluctuation channels on equal footing 

‣ infinite-order resummation of  all fermionic 1-loop diagrams 

‣ can deal with multi-orbital band structures, non-local i.a. & competing correlations 

‣ due to truncations/approximations: qualitative (not quantitative) tool

‣ prediction of different types of magnetism / superconductivity / bond order states / …

fermion fRG approach — Precis



Minimal phenomenological model for tDBLG

1. triangular lattice near van-Hove filling (twisted double bilayer graphene)

2. weak tunnelling between nearest-neighbor unit supercells dominates kinetic energy

3. each cell hosts two degenerate orbitals from original valleys +/-

4. no mixing of orbitals due to large momentum space separation

5. spin-independent hopping of electrons
Balents & Xu, PRL 121, 087001 (2018)

‣ add SU(4) symmetric Hubbard interaction as minimal interaction
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‣ dominant interaction depends only on total charge of site

two-orbital tight-binding model Hkin = �t
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‣ 4 flavours: α ∈ {(↑,+), (↓,+), (↑,-), (↓,-)} → effective SU(4) symmetry



Next-to-minimal model

• Include Hund’s couplings: Xu & Balents
Dodaro, Kivelson, Schattner, Sun, Wang
Yuan & Fu
Po, Zou, Vishwanath, Senthil

Hh = �Vh

X

i

~Si · ~Si

‣ with

‣ breaks SU(4)
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2
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‣ alternatively “orbital” Hund’s coupling (anti-Hund):

• hierarchy of model parameters:

• strong onsite interaction U > J,  Vh,

• approximate SU(4): U > Vh, K

• tune filling by chemical potential μ

➡ fRG phase diagram…

• also add SU(4) exchange coupling J

Our model

• Triangular lattice close to van-Hove filling w/ nested FS ⇤

• Non-interacting part: SU(4)
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• SU(4) on-site and exchange
interactions
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• Hund and orbital Hund coupling:
SU(2)xSU(2)
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Van-Hove filling: Adjust chemical potential

to a point where density of states diverges

Nesting: ✏(k+Q) =�✏(k) ! ph instability



Hirarchy of bare values

• Strong on-site interaction U > J,Vh, . . .
• Approximate SU(4): U > Vh,K
• Filling and non-interacting Fermi surface determined by chemical
potential µ

+

• Main instabilities: Chern insulator (QAH) and d-wave
superconductivity

• Discuss also: density waves and f-wave for larger SU(4)-breaking
couplings

Next-to-minimal models — functional RG approach

• phase diagram: Classen, Honerkamp, MMS (2019)

Patch FRG

• Ordering tendencies signaled by flow to strong coupling
! Extract instability temperature T

⇤
� Tc

• Only specific components of V (p1, p2, p3)/W (p1, p2, p3) grow large
! Extract type of ordering tendency

• Discretize momentum dependence
guided by low-energy physics:

• External ! = 0
• At Fermi surface |pi | = pF

• Resolve angular dependence via
patches
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QAH: Chern insulator

• Induced by (small) SU(4) exchange J

• Robust to SU(4) breaking and deviations
from nesting

• Extract V (p1, p2, p3)
/ da(p1)da(p2)�(p3 � p1 � Ma)

HQAH = ḡ
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• Purely imaginary hbai = �hb
†
ai

• Topological phase - anomalous quantum
Hall, loop current phase

• All nesting vectors involved: full gap 3�
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�� ��

��
����

• interaction-induced quantum anomalous Hall state:

‣ robust near van-Hove filling, fully gapped spectrum

‣ breaks time-reversal symmetry

‣ Chern insulator: Haldane-like loop current

• d±id superconductivity:

‣ SC form factor superposition of dxy(k) and dx2-y2(k)

‣ expect lowest energy for full gap → dxy ± idx2-y2 superposition

‣ for Vh > K: (spin-singlet) x (orbital-triblet) pairing function

d ± id superconductivity: momentum sector

• Vertex structure:
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• Extract: V (k1, k2, k3) = �ĝ d(k1)d(k3)�(k1 + k2)
• Form factor d(k) superposition of dxy (k) and dx2�y2(k)
• E↵ective Hamiltonian:

HSC = �ĝ �†
d�d �d =

X

k

d(k)c�k�o(i⌧⌧ y )oo0(i�y )��0ck�0o0

• Expect lowest energy for full gap ! dxy ± idx2�y2 superposition

…next: implementation of realistic lattice models… 



Conclusions & Outlook



Hirarchy of bare values

• Strong on-site interaction U > J,Vh, . . .
• Approximate SU(4): U > Vh,K
• Filling and non-interacting Fermi surface determined by chemical
potential µ

+

• Main instabilities: Chern insulator (QAH) and d-wave
superconductivity

• Discuss also: density waves and f-wave for larger SU(4)-breaking
couplings

• Superlattice modulation of moiré heterostructures

‣ flat bands, strongly-correlated physics, “high-Tc’’ phase diagrams, highly tunable

• Open questions

‣ appropriate models and characterization of correlated states

‣ weak-coupling vs. strong coupling perspective

• Competing orders/instabilities → fermion fRG (for tdBLG)

‣ next-to-minimal triangular SU(2)xSU(2)

‣ main phases: 

✴Chern insulating QAH state 

✴d±id superconductivity

Conclusions and Outlook

QAH: Chern insulator

• Induced by (small) SU(4) exchange J

• Robust to SU(4) breaking and deviations
from nesting

• Extract V (p1, p2, p3)
/ da(p1)da(p2)�(p3 � p1 � Ma)

HQAH = ḡ

X

a

b
†
aba

with ba =
P

k da(k)c
†
k+Ma�o

ck�o

• Purely imaginary hbai = �hb
†
ai

• Topological phase - anomalous quantum
Hall, loop current phase

• All nesting vectors involved: full gap 3�
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d ± id superconductivity: momentum sector

• Vertex structure:
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