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1. Introduction

Graphene is a genuine two dimensional material with unique electronic and mechanical prop-
erties. It consists of carbon atoms arranged in a honeycomb lattice, building the basis for all
the carbon allotropes like buckyballs (0d), nanotubes (1d) or graphite (3d).

Since the fundamental theoretical studies of the band structure of graphene from P. R. Wallace
in 1947 [1], graphene was introduced as a semimetal with zero activation energy and peculiar
energy-momentum relation.

Nevertheless it has been argued for a long time that a two dimensional crystal is thermody-
namically unstable [2] until the graphene monolayer was synthesized in 2004 [3] by Novoselov
and Geim (Nobel prize 2010).

Now, it is generally accepted that it is a material with quite high crystal quality [1] that can
be produced by chemical vapour deposition or micromechanical cleavage of graphite [2]. It has
a high potential for chemical modification [2] and various electrical applications [5].

The consideration of this work is based on the assumption that the p,-electrons of graphene
(being mainly responsible for the electronic properties of graphene) can be well described within
a tight-binding approximation. This standard procedure presumes that the charge carriers are
tightly bonded to their atomic kernel. Treating graphene in a tight-binding approach leads to a
particular energy-momentum relation where the Fermi surface for neutral graphene reduces to
two independent points in the Brioullin zone. In a low energy description an expansion around
these points called Dirac points seems to be reasonable (Dirac-cone approximation). In this
theory the low-energy excitations behave like relativistic Dirac particles, from which a quantum
field theoretical model can be derived [0], where the basic low-energy approximation becomes
exact at the Dirac points.

So graphene serves as a real model in which quantum electrodynamical effects in 3 space-time
dimensions QED4 can be studied. This low-energy approach provides an easy acces to the theo-
retical description and confirms the results of this work but is not applied here (see Appendix C
for comparison). In this work the whole band structure and accordingly the complete energy
regime of graphene is taken into account.

Graphene can be described by two independent sublattices forming the honeycomb lattice.
Anyway, this two component basis of graphenes lattice demands for a spinor representation of
the theory analogously to the spin formalism in quantum electrodynamics, for that reason the
quantum number that takes this lattices symmetry into account is referred to as pseudo spin.
Due to the two resulting independent Dirac points in momentum space the theory exhibits a
valley symmetry similar to a chiral symmetry in ordinary QED; [0].

Breaking this symmetry would lead to the generation of a mass gap in the band structure of
graphene (in analogy to chiral symmetry breaking of QED;). That would turn graphene into
an insulator phase. The existence of such a gap in the energy-momentum relation would be
for example important with regard to the application of graphene as transistor material [7].
This phase transition between the semimetal and insulator phase for suspended graphene will
be investigated in this work.

The Coulomb interaction between the electrons is introduced by an instantaneous approx-
imation since the Fermi velocity is expected to be much smaller than the speed of light
(vife ~ 1/300)[8]. If the Coulomb interactions are strong enough (e.g. the coupling constant
is large enough) the mentioned gap which turns graphene into the insulator phase can be gen-
erated at a certain critical point a.. The physically realizable coupling values range up to
a = ¢/arer; ~ 2.2 for suspended graphene (e = 1)[9], in natural units. Many theoretical models
that describe the semimetal-insulator phase transition of graphene predicted critical coupling
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values well below the limit of a &= 2.2 what is contradictory to the experimental finding that
graphene stays in the semimetal phase [10]. So, a long time theoretical physicists were not able
to explain that graphene experimentally behaves like a semimetal.

This has changed with the introduction of a more realistic potential based on phenomenoligical
studies [11]. This potential was embedded in Hybrid-Monte-Carlo (HMC) simulations, where
the phase transition can be located within the framework of lattice field theories [12, 13, 9].
This simulations, based on the evaluation of the euclidean path integral for interacting systems
offer another access to the investigation of the semimetal-insulator phase transition of graphene.
In Ref. [9] this has been elaborated in detail. Ultimately they were able to reproduce critical
couplings above a &~ 2.2 by applying the mentioned phenomenological potential with a smooth
change into a long range Coulomb potential.

This settings should be simulated with the completely new approach of Dyson-Schwinger equa-
tions (DSE’s) on the hexagonal lattice without low-energy approximation.

The thesis is organized as follows: In chapter 2 the general structure of graphene is introduced,
as well as the tight-binding model forming the basis of the calculations. Furthermore the mech-
anism of chiral symmetry breaking within the relativistic quantum field theory is explained and
the Dyson-Schwinger equations are developed diagramatically.

In the next chapter the dressing functions are deduced with help of the Dyson-Schwinger equa-
tions and the free Hamiltonian of the theory within a static approximation is constructed. In
the following chapter 4 the photon propagator has been developed in an instantaneous ap-
proximation, neglecting retardation effects. The potential has to be described periodically and
symmetrically inside the Brioullin zone (smallest symmetry unit in momentum space) in order
to respect the whole lattice symmetries of the graphene sheet and establish a comprehensive
theory. This photon propagator was also converted into position space to prepare the applica-
tion of the mentioned potential on the basis of the work from Ref. [11].

In chapter 5 the appropriate numerical methods are represented and compared with each other.
In the following chapters the results are explained and illustrated in detail. For that, in chapter 6
at first the mass renormalization function is examined in the framework of Dyson-Schwinger
equations within the tight-binding approach. The value of the critical coupling for the consid-
ered model can be extracted analytically and yields o, = 0.457 [1].

This value could also be calculated in the Dirac-cone approximation [15]; it is cutoff indepen-
dent and should therefore provide the validation of the calculation techniques used here. After
that validation and the evidence for a scaling behaviour similar to that of a phase transition
of Miransky-type, also the renormalization of the Fermi-velocity (chapter 7) was taken into
account. Here one gets some real difficulties considering the choice of the lattice describing the
honeycomb lattice in position space. This problem is solved by the conversion of the whole
formalism onto a smaller lattice in position space. This new formalism was again validated with
help of the analytically obtained value for the critical coupling by neglecting the Fermi-velocity
renormalization. Afterwards the Fermi-velocity renormalization has been introduced and the
energy gap was calculated. This yields a critical coupling of about: a, = 0.8.

In chapter 8 the screening effects of the o-bands and other inner electron orbitals are taking
into account, excepting the screening effects from the m-bands themselves. This consideration
is based on the mentioned phenomenological potential, that has already lead to success in case
of the mentioned HMC simulations [13, 9]. Here a critical coupling of about o ~ 1.5 has been
found.

To take the screening effects of the m-bands among themselves into account, the so called
Lindhard-function [16, 17] has to be dynamically included in the calculations. The Lindhard-
function can be introduced analogically to a vacuum-polarization in QEDj3 (see also Ref. [15])
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but was not included in the calculations yet.
In a final step (chapter 9), the results are summarized and the widely ranged possibilities of

this new ansatz are exhibited.
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2. Theoretical Background

2.1. Structure and Properties of Graphene

Graphene is a one atom thick layer of carbon atoms arranged in a honeycomb lattice. It serves
as the foundation of various allotropes of carbon. In fullerenes graphene is wrapped-up to a
spherically structure (introducing pentagons). Rolling graphene provides nanotubes and by
stacking graphene monolayers on each other graphite can be obtained [1]. The different carbon
allotropes are illustrated in Fig. 1 and are also of high industrial interest.

Figure 1: The figure shows allotropes of graphene, taken from [2].

In this work the main focus is placed on the composition and properties of graphene. In Fig. 2
the structure of graphenes honeycomb basis is depicted, it is composed of two independent
triangular sublattices denoted by A and B respectively.

One carbon atom has four valence electrons, three of them form covalent o-bonds in terms of
an sp2-hybridization of the atomic orbitals (2s, 2p, and 2p,) [6]. These flexible bonds keep the
single carbon atoms together and are responsible for the various carbon structures presented
above. The remaining p.-electrons of the carbon atoms are forming two additional m-bands
which are mainly responsible for the electronic properties of graphene. Assuming that this
electrons are tightly bonded to their atomic kernel, they can be described within a tight-
binding model that is introduced in the next section (see also Appendix A).

The two basis vectors of the triangular sublattices (Fig. 2) are given by

i = g (?) : iy = % (*_E) , (2.1)

with the interatomic distance a = 1.42 A [5] between two carbon atoms. In this notation the
nearest-neighbour vectors, also shown in Fig. 2, can be written as
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Figure 2: (a) The honeycomb lattice, resulting from a superposition of two independent triangu-
lar lattices A and B is illustated. The two basis vectors are denoted by a; and ay and
the vectors linking to the next carbon atoms are referred to as d;, where i = {1,2,3}.
(b) Shows the reciprocal lattice with the green honeybomb cell illustrating the first
Brioullin zone (BZ) and the pink rhomboid being a reduction of the second Brioullin
zone. The picture was taken from Ref. [0].

5 = (O> | A (f) | = (—_\f) | (2.2)

A short summary of this basis (Basis 1) can be found in Appendix B.1.

On the right hand side of Fig. 2, the appropriate reciprocal lattice vectors in momentum space
are illustrated. Here the rhombic basis vectors in position space are leading to a hexagonal
lattice in momentum space (green Brioullin zone). The reciprocal basis vectors denoted by by

and by can be calculated via a;b; = 2md;;, yielding

A <ﬁ> and by = 2T <\/§> . (2.3)

3a \ 1 3a \—1

The green honeycomb in Fig. 2 illustrates the first BZ, while the pink rhomboid results from
a reduction of the second BZ. Anyway, these two different descriptions are equivalent but the
rhombic BZ will provide an important simplification for the further calculations.

From the sublattice structure in real space follows that there are two independent lattice points
in momentum space, belonging to one BZ. These two points, called Dirac points, are playing
an important role in the theoretical consideration of graphene. Their positions in momentum
space are given by

2/\[
Ky = i— ) 2.4

= 3a ( 0 ) (24)
This is the most common representation of the honeycomb lattice and the resulting BZ. The
lattice in position space is decomposed in two sublattices, accepting a two component basis
structure in momentum space (K, K~). In subsequent chapters it is shown that this choice
of the basis is involving serious difficulties.
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2.2. Tight-Binding Model

Based on the assumption that the electrons of the remaining p,-orbitals (forming 7-bands) are
tightly bonded to their atomic kernel, we can start with the Hamiltonian for a tight-binding
model in second quantization, which is derived in Appendix A and expresses that an electron
is hopping from one site to an adjacent one (annihilated at one carbon atom and created at an
adjacent site of the other sublattice or vice versa), as described by

Ho=—r Y (albj +bla,). (2.5)

<i,5>

So a, a' and b, b are the creation and annihilation operators for the respective sublattices. & is
referred to as the hopping parameter and determines the probability for an electron to hop from
one carbon atom to an adjecent one. This is clear due to the notation in second quantization.
It was experimetally fixed to a value of k = 2.8 eV [7].

By performing a Fourier transform into momentum space with the operators [(]

d°k

a;=VvVAZ /BZ 5 ey, (2.6)
d? T

b= VAZ [ e (27)

and their Hermitian conjugated,' the Hamilton operator (2.5) can be described by

d*k ~
Ho=AZ [ —— (af,b}) H(k 2.8
o= Az [t (ohl) 10 (5Y). 2
where AZ = 3v3a®/3 is the unit cell area and the discrete representation of the delta distribution
in two dimensions has been used. The area of the Brioullin zone is indicated by BZ.

The associated Hamiltonian in momentum space yields

HE) = o) o 0y o= (0 ), (29)

The two functions bl(E) and bg(E) are representing the real and imaginary part of the structure
function ¢(k), where

3 e — —
KO(F) = 1 Y = by (F) + i ba(F) (210
n=1
with
(k)2 =3 + 2 cos(V/3k,a) + 4 cos <\;§kya> cos <2k$a) : (2.11)

Here 4, are again the three nearest-neighbour vectors (n = {1,2,3}) of the honeycomb lattice
which were already introduced in section 2.1 and o; are the Pauli matrices (see Appendix B)
with which the matrix can be easily diagonalized by a rotation under conservation of the length
of the vector.

Since the Pauli matrices build a basis of the vector space of 2 x 2 Hermitian matrices, a general

IThe associated backsubstitution is given by a discrete Fourier transform.
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Hermitian matrix in two dimensions

A:CO'0+dO'1+€O'2+fO'3, (212)

has the Eigenvalues:

A=cx/d*+ e+ f2 (2.13)

This procedure simply provides the Eigenvalues and hence the single particle energies of the
Hamiltonian in Eq. (2.9):

B (k) = +r6(R)]. (2.14)

Figure 3: The dispersion relation for graphenes honeycomb lattice for k = 2.7 €V and k' =
—0.2 t is shown, taken from [1]. On the right hand side a zoom of the band structure
near a Dirac point is illustrated.

The dispersion relation (2.14) is illustrated in Fig. 3. It consists of two energy bands that can
be interpreted as electron and hole states. The upper and lower band are touching each other
in six points at the Fermi level, separating the valence from the conduction band. Two of these
points, the above mentioned Dirac points, are independent from each other. The remaining
points can be converted into each other by the corresponding symmetry transformations of the
lattice.

So graphene is forming a semi-conductor with zero activation energy [I] based on the special
constellation of carbon atoms in a honeycomb lattice. In Fig. 3 (see Eq. (A.11)) one can see
that the symmetry between the valence and conductor band is broken, which is caused by the
consideration of the next nearest neighbour potentials (see Appendix A), which are neglected
here.

In Fig. 4, on the left hand side the high symmetry points of the Brioullin zone are indicated
while the energy dispersion along these symmetry points is illustrated on the right hand side.
The vanishing density of states at the Dirac points ensures the long-range character of the
Coulomb potential since scattering processes are supressed due to Paulis exclusion principle.
As already mentioned a common ansatz is to expand the structure function near the Dirac
points K. This provides the following energy-momentum relation

Ey(q) ~ *vpg + O [(¢/x)?] (2.15)
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Figure 4: On the left hand side the high symmetry points of the BZ are illustrated. On the
right hand side the energy relation is plotted along these symmetry points [5].

with vp = 3ra/2 being the Fermi velocity and ¢ the momentum vector measured relatively to
the Dirac point. It equates to a linear dispersion relation as it is known for massless relativistic
particles. So this justifies the consideration of such Dirac like particles within a quantum field
theory in (2+1) space-time dimensions.

2.3. Chiral Symmetry Breaking and Dynamical Mass Generation in
(241) Dimensions

In this theory the Fermi velocity vg takes the role of the velocity of light c¢. Consequently the
appropriate Lagrangian can be easily deduced from quantum electrodynamics in three space-
time dimensions (QED;) [0]

Nf _
L => (t,7)[ihDy + ihwpy Dy + ihvpy* Do) Uy (L, 7), (2.16)
i=1

where D, = 0, — ieA,, is the covariant derivative [15] and ¥ = Wfv,. N; denotes the different
fermion flavours, in the following Ny = 2 is considered, which equates to the two possible spin
states? 0 = £1. W, (t,7) is therefore a four component spinor with sublattice and valley degrees
of freedom which can be obtained by the transformation of

(
(Ve D)) | be(

U, (p) = (‘1’12,(,@3) = ba(@, ) (2.17)
(

which arise from the expansion at the two Dirac points (see Ref. [0] for a detailed description).
Even in QED, the 4 x 4 dimensional v matrices are needed to construct a chiral symmetry. For
that reason we take the common Dirac matrices vp,7; and v as adequate counterparts to the
Pauli matrices of a higher dimension. An explicit indication of these matrices can be found in
the Appendix of Ref. [19] or Ref. [20]. Accordingly there are two matrices that anticommute
with these gamma matrices, which are denoted by 3 and 75. On this basis the theory described
by equation (2.16) would be invariant under the following transformations

Wy, — B Wp, Wy, — P (2.18)

2The different spin states could also be neglected, they merely lead to a doubling of the degrees of freedom.
The decisive point is the sublattice-valley symmetry.
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So there will be a U(2) symmetry generated by 1,7s,7v5 and [vs, 5] for each fermion flavour.
Accordingly we remain with a U(2N;) symmetry. A mass term

MU, Vg, (2.19)
would break this symmetry down to
SU(Ny) x SU(Ny) x U(1) x U(1). (2.20)

So this subvalley-lattice symmetry of the low energy description mimics a chiral symmetry and
again becomes exact at the Dirac points.

2.4. The Dyson-Schwinger Equations (DSE’s)

So if there is a mass gap M(K4) # 0 in the chiral limit, it means that chiral symmetry has
been broken and mass is generated. In perturbation theory the mass corrections are propor-
tional to the bare mass in every order, so dynamical mass generation can not be explained by
perturbation theory [21]. Taking this into account we have to find a non-perturbative approach
to handle phenomena like mass generation. One extensive approach is to work with the quan-
tum field theoretical ansatz of Dyson-Schwinger equations (DSE’s) that will be applied to the
tight-binding model of graphene in the following chapters.

Due to the primary interest in the electron behaviour the fermionic DSE ahould be studied for
now. A visual access to the Dyson-Schwinger equations is given by considering the contribu-
tions to the dressed propagator in terms of their Feynman graphs. Regarding the contributions
to the perturbation series

[ ]

it already seems to be reasonable to denote the self-energy by the Feynman diagram represented

in equation (2.21).
Y(p) = _ﬂ_ (2.21)

Here the dots summarize the single contributions to the photon propagator, the fermion-photon
vertex and again the fermion propagator. They illustrate the inclusion of every possible insertion
of the appropriate propagator, depicted seperately in the diagram above.

So the solid dots represent fully dressed vertices or propagators. It can be shown that the
propagator consists of the following self-energy interactions
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- = PN S0 SR S0 S S0 S
= L

That means that we are in principle simply summing up over all orders in perturbation theory.
The explicit derivation of the DSE’s can be found in [22] or [23]. This leads to the following
expression, where G% (p) is the bare fermion propagator and G (p) is the dressed one.

Gr(p)=Gr(p) +Gr(P) 2 () G (0) + G () Gr () ()G (p) +...  (2:22)
This is nothing else than a geometric series and can be rewritten as
GO
Gr () = D (223)

- 1-%(p)G% (p)

By rearranging this equation one gets the common form for the Dyson-Schwinger equation (2.24)

Gr(p) ' =GR —Z(p) (2.24)
which is illustrated in the following Eq. (2.25).

-1 -1

- = . _Cl’z_ (2.25)

Writing out Eq. (2.25) with the help of the appropriate Feynman rules yields

Gr ()™ = G (07! = 5 [ 094G ()T (0. Dy (1 (220

for the general case of QED in four dimensions [23]. Reducing that to 3 dimensions and

handling the complex integration with a Wick Rotation to Euclidean space one obtains the
DSE for QED; [21]

2
- _ e
Grn) " = G )+ s [ P uGr @T(0.0) D (). (2.27)
with the photon propagator [1]
PuPv 1 PuPv
DMV (p7 é) = (5/“’ - ;)2 > p2 (1 + H(pz)) +£ ;4 ’ (2'28)

There are analogous Dyson-Schwinger equations for the dressed photon propagator and the
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dressed fermion-boson vertex which cause some remarkable difficulties. All these equations are
coupled and with every reference to a higher n-point function one has to take another DSE
into account. So they form an infinite tower of coupled integral equations which have to be
solved self-consistently. Thus the challenge is to find a systematic truncation procedure to
obtain a satisfactory and computable approximation for the fermion propagator. This will be
the subject of the following chapters.
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3. Dressing Functions

3.1. The Free Hamiltonian

Now, the general description without the low energy approximation should be examined again.
In addition to the considered tight-binding Hamiltonian from Eq. (2.8) an explicitly symmetry
breaking mass term that generates a gap between valence and conduction band should be
introduced.” Tt is realized by a staggered chemical potential (analogous to (2.19))

Hy = 13> (ala; — blby), (3.1)

)

which can arise for example from the environment (e.g. doped substrate) and creates an explicit
asymmetry between the two sublattices [5]. It causes a higher charge density either on the A
lattice or on the B lattice for us # 0 and therefore gives rise to a charge density wave (CDW)
formation.

The basic Hamiltonian is then given by

H = Ho+ Hyy — plN, (3.2)

where the last term assures a finite charge carrier density, with A/ being the fermion number
operator. It principally shifts the Eigenvalues of the Hamilton operator away from half filling.
The associated Hamiltonian in momentum space (see Eq. (2.8)) can be obtained analogically
to the calculation of the last section and yields

H(k) = —poo + [’1(%)01 +by(K)on + p1303, (3.3)

from which the Eigenvalues and hence the single particle energies of the quasi free Hamiltonian
can be simply derived by the same techniques as in the last chapter (Eq. (2.13))

EL () =~ \w2lo(R) 2 + 23 = —p -+ /63 (F) + B3(F) + (3.4)
Since the structure function is zero at the Dirac points:
PET) =¢(K") =0 (3.5)

a possible energy gap is caused by a nonzero staggered chemical potential or by its dynamical
generation.

3.2. Extraction of the Dressing Functions

On the basis of the free Hamiltonioan in momentum space (Eq. (3.3)) we can now introduce
an appropriate free fermion propagator by the resolvent, exhibiting the necessary singularities

G (w, k) =i(7"(w — H))™! (3.6)
i (w4 1)7° = ba(k)y! + ba(K)y? + pi3)
((w + 1) = b3(k) — b3(K) — ps +ic)

3This is evident due to the resulting energy-momentum relation (3.4).
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Here Feynman boundary conditions are used and the gamma matrices v* = 030; and 7° = o3
are given by the usual Pauli-matrices o; (see Appendix B).
Now we are assuming that the same ansatz is valid for the dressed propagator! (analogi-

-

cally to the dressed fermion propagator discussed in section 2.4) with dressing functions B;(k)
(1e€{1,2}), M(k) and Z(k) which eventually follows from renormalization theory and was
worked out in Ref. [25]. The dressing functions B;(k) equates to the renormalization of the

Fermi velocity [15] and M (k) is the corresponding mass renormalization. So the general form
for the propagator can be obtained

GF' (ko, k) = =1(Z (ko + 7" = Bu(k)y' = Ba(k)y* — M(k)), (3.7)
where " are the Dirac matrices in Pauli representation o
70 = o3, 7= o30; with ie{l,2},

that are introducing the Clifford algebra {v,,7,} = 2¢,, for the two dimensional sublattice
space (see Appendix B). The general propagator is given by (see Eq. (2.27))

— _ - d 2 d 0 g
G (ho, B) = G2~ (ho, B) + ¢ [ Lo [ SL Dotk = a0, F = 7' Grlan, D0, ). (3.8)

Bz (2m)2 ) 27

So the fermion propagator in this approach yields

_ ) - - d3q >
Gr' = —i((ko + )" = by (k)y' — ba(k)y* — ps) + € /BZ 2n)? Do (k= q)°

o 20 (a0 + ) = Bi@y' = Ba(@)r* + M@)yo
Z2(qo + p)? — B3(q) — B3(q) — M?2(q)? )

here the photon propagator is already identified as a frequency independent quantity. This
ansatz follows from a static approximation and is discussed in the next chapter. Also the full
vertex is approximated by the bare one I'° = 4%, what follows from Ward-Takahshi identity [20]
and remains justified since the wave function renormalization equals to one [15]. This in turn
follows from a frequency independent photon propagator, so this is the only approximation
which has been made here.

The dressing functions now can be derived by the projection onto the different gamma matrices

(3.9)

M) = ;itr(Ggl(ko, ) (3.10)
Bu(F) = —tr(GF (o, ) (3.11)
B(R) = —5:tr(GF (ko F)7) (3.12)

where both the Fermi-velocity renormalization and the mass renormalization function become
frequency independent and the wave function renormalization is one (£ = 1) due to the fre-

4This is the most general ansatz (without any symmetry assumptions) which is clear due to the expansion in
gamma matrices.
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quency independent photon propagator [7].
We finally get the following expressions for the dressing functions

. 2 d3q - M(q)
M(F) = s+ [ =Dk D B B~ R (3.13)

(F) = b () + e2 d°q L Bi(9)
Bl<k) - bl(k) + /BZ (27T)3Do(k Cj) (qO -+ M)Q — B%((f) - B%(@ - MZ(J)

The integral over the ¢y component

1(§) = / 44 i (3.15)

0o 27 (qo + p)? — Q2(q)

(3.14)

with Q%(q) = B3(q) + B2(q) + M?(3) can be calculated analytically either by a Wick rotation
or by evaluating the integral with the residue theorem (here a Wick rotation is used).

In the following only the case i = 0 should be considered, which equates to an investigation at
zero temperature. Initially one has to perform a Wick rotation to Euclidean space gy — iw

1
I = / 27rw2+92_) (3.16)
and simply evaluate the remaining integral. So one finds
1 w |7 1
1(§) = ———= arctan [ —— = —, 3.17
D= 500 (Q@) |_oo 207 (317)

and end up with the following equations for the dressing functions for a general consideration
at zero temperature (u = 0)

?q . M(q)
iD= D)5 (3.18)

™ 7 2 d2q . 7 Bz(@)
By(K) = by(K) + e /BZ Gy (1De(F = D)ag .

Alternatively, the DSE’s for By and B, can be combined to one Dyson-Schwinger equation for
the structure function

M(E):u3+62/8

(3.19)

B(E) = o(F) + ¢ [ L (Dol - ) g (3.20)

which might be closer to the physical interpretation.
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4. Photon Propagator

4.1. Instantaneous Coulomb Interactions

Now, the interaction between the quasiparticles should be introduced by an instantaneous
approximation which is suitable as long as the Fermi velocity is much smaller than the speed
of light (vs/c << 1). The magnetic interaction is neglected, because it is supressed with the
first order of vy, so the Lagrange density including the interaction with a charged source j,

L=~ LR F™ — (@A) — A" (4.1)

reduces to
L=t A7) + 5 [7467] — 5 [0, ] (1.2
in Feynman-gauge (¢ = 1) [15]. The charge distribution has to be restricted to the two dimen-

sional graphene sheet (here identified by the xy-plane)

p(t, 7) = e p(t, P P(t, 7)d(2). (4.3)
The bare photon propagator in (3+1) dimensions is consequently given by [15]

_ [dw d?*p dp, —1

DOO by = 0) = oaw Uz —iwt ipF 4.4
a(t:72=0) 27 (27)? 27rw2—]32—p§+ie€ ‘ (44)

)

and has to be restricted to the graphene plane as well.
By integrating over the p, variable (with similar techniques as in section 3.2), the bare photon
propagator in the instananeous approximation yields

(0) _ 1
DCoul (157 2’25»1 ) (45)
which is also accessible by the photon propagator given by (Eq. 2.28) for a pure electric field
(u=v = 0) at tree level (neglecting the vacuum polarization TI(p*) = 0).
This photon propagator can now be used to solve the Dyson-Schwinger equations ((3.18) and
(3.20)) and equates to a simple Coulomb-potential in position space.

4.1.1. Diagrammatic Representation

So in this first approach the photon propagator
was approximated by the tree level propaga-
tor without vacuum polarization. That means
screening effects were neglected for the mo-
ment. The common Feynman diagram for the
Coulomb interaction is depicted on the right AB A,B

hand side.
Assuming a Coulomb interaction between the electrons of the sublattices A and B, one can
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deduce the following composition of the fermion propagator (without vacuum polarization).

A.B

A,B (‘JW\? AB -+

A,B A,B

Here the second diagram represents the case of no momentum transfer that would principally
diverge. But this diagram exactly cancels with the background interaction in the case of u =0

as it is shown in Ref. [27] in detail. So, this contribution can be completely neglected.
The remaining diagram can be elaborated in 4 different diagrams.
VAA VAB
2. SR s S »
Gia Gap
VBA VBB
G'_ —
BA GBB

These diagrams strictly determine which interaction is important for the single dressing function
and how the interaction has to be included in the appropriate Dyson-Schwinger equation. The
interaction between two similar sites has to be propagated by a fermion propagator connecting
an A site with an A site or a B site with a B site and analogical for the interaction of two sites
from different sublattices.

Because of the structure of the fermion propagator in sublattice space (see Eq. (3.7))

-1 _ Gaa Gap — M — (ko + ) By —iB; (4.7)
4 Gpa Gpp —Bi—iBy M+ (ko + ) '

one would expect that the mass renormalization function only depends on the interaction
between two similar sites and the Fermi-velocity renormalization should only depend on an
interaction between sites from different sublattices.

4.2. Transforming the Potential into Position Space

Especially in the course of providing a more realistic potential it would be desirable to be able
to start the procedure from a potential given in position space. Also for the calculations using
the Fast Fourier Transform (FFT) method to solve the Dyson-Schwinger equations it would
save computation time, which is discussed in section 5.4.

The simple 1/p-potential that eventually should provide the Photon propagator (see Eq. (4.5))

- 1
V(k)=—= (4.8)
||
can be easily transformed into position space with the help of a common Fourier transform (see
Appendix D)
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- k1 - 11
V= [ e = = o (49)

if it could be calculated in the continuum. This simply provides a !/r-potential in position
space. On the discrete lattice things are more complicated, but in a first approach the discrete
Fourier transform can be used as stated out in Appendix D. This discretization is based on the
discrete lattice in position space which is given by

Ty =1a1 + jdo (4.10)

with integer values for i and j
i,7€{0,...,N —1}. (4.11)
(4.12)

Consequently the corresponding reciprocal basis is determined by the reciprocal basis vectors
b1 and by that are divided in N parts. So the momentum vector is limited to the certain points

- n - m -
kmn = —b1 + —=b 4.13
NN (4.13)
with integer values for m and n
m,n € {0 —1}. (4.14
4.15)
So, this leads to
-~ BZ 27i im4in
V(Tij) N2(27T 2 Z |]€mn| N( +in) (416)
or better
~ const. 2mi (i 4 e
Viry) = 2N2(27)2 %V mn) € (T (4.17)

with a being the interatomic distance of two carbon atoms (a is also contained in V (k).
Now the question is when this expression becomes similar to that of equation (4.9). At first we
have to consider N — oo for a more precise discretization of the Brioullin zone that turns into
a continuous representation in momentum space. N — oo means an infinite number of unit
cells in position space, but additionally it has to be required that the lattice point distance in
position space approaches zero (a — 0). Then even the momentum space area reaches infinity
and the above expressions become equal [20]; in terms of approaching the continuum limit.

In our case a is a real constant determined by the real honeycomb lattice of our graphene sheet,
so we have to treat the approximation of our potential as a simple 1/» -potential in position
space quite carefully.

There is no reason to expect the same renormalization functions for the different approaches
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but they should deliver the same critical coupling constants since the wavelength A approaches
infinity for zero momentum and therefore the continuums description becomes valid for

A a.

So in any case we expect the same critical coupling since it represents a fixpoint of the theory,
either basing our calculations on an ansatz in position space or an ansatz in momentum space.
There is one additional point that has to be taken into account and which crucially affects the
calculations, the term V(' = 0) has simply been approximated by the value of the neighbouring
points for every lattice size. This point is a null set and does not decisively contribute to the
integral of the Dyson-Schwinger equation, so this approximation is justified. But the on-site
term in position space causes a shift in momentum space and influences the value of the integral
dominantly.

V(kmn) = AZ > V(rij) e~ Flimtin) — gz (V(0)+ ST Vi(ry) e—%v”i(imﬂ'n)) (4.18)

ij i7\{0,0}

This dominance makes sense from a physical point of view since 17(0) has the meaning of the
on-site repulsion in position space. So, as long as we do not use a realistic potential where the
on-site term should definitely come from more physical considerations its value is set to

~ BZ
V(0) = —— V(kmn 4.19
0)= a7 2Vl (419
especially in order to recompute the analytical value of the critical coupling, starting with a
potential in position space.

4.3. Periodic Potential

To get a continuous potential that takes the lattice symmetries into account, a periodic potential
which respects the translational invariance of the lattice has to be used. In the case of an
instantaneous Coulomb interaction one principally has to think about constructing a periodic
1/p-potential on the BZ.

At first, this potential should be investigated on the BZ given by the honeycomb

Figure 5: The first BZ is shown. The colored areas show the equivalent parts of the second BZ.

Here the situation seems to be clear. The potential can be simply constructed by evaluating
the distance to the center of the BZ. That can be continued for each further Brioullin zone,
from which one gets a potential in momentum space with the desired properties, automatically
fulfilling Born-von-Karman boundary conditions [17] that can be mathematically expressed by
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V(p) = V(@ + nabi + naby), (4.20)

here 51 and 52 are the basis vectors of the Brillouin zone and {n;,n,} € Z.

The advantage by considering the honeycomb, is that only the shortest distance to a lattice point
is taken into account. The first BZ is graphically constructed by drawing the perpendicular
bisectors of each connecting line between the lattice point and its neighbours. So by construction
the honeycomb only contains points that are closer to its center than to any other lattice point.
That is exactly the behaviour that is required for the potential. In this way a completely
symmetric potential is gained.

Unfortunately, the calculation should be based on the reduced Brioullin zone in order to have
a simple approach to evaluate the integral in momentum space. So the potential has to be
formulated in terms of a rhombic BZ.

Figure 6: The reduced second Brioullin zone is shown, with the help of the colored areas the
deduction from the first Brioullin zone can be simply understood.

As it is indicated in Fig. 5 and Fig. 6 with the help of the colored areas the potential on the
rhombic BZ can be constructed from that on the honeycomb lattice. This can be realized by
searching the shortest path from a point of the BZ to the lattice point on a twisted torus,
representing periodic boundary conditions. The torus in this case is twisted because of the
rhombic form of the BZ. This exactly equates to use the shortest path to one of the corners of
the Brioullin zone, so we end up with the following potential

V(k) =V (kmin) (4.21)
with ~
kmin = min(km,na kmfN,na km,an, kmfN,an)- (422)

The obtained potential is qualitatively illustrated in Fig. 7 for a lattice size of N = 900, of
course the corner regions are dominant.

To get a better insight of the structure of the potential, the z-range has been cutted and a
contour plot was made (see Fig. 8). Here the numerical realization of the required symmetries
can be nicely observed. This translational invariance provides a consistent result even for shifted
Brioullin zones and takes the lattice symmetry into account.

The same techniques can be applied in position space were a general vector is given by

T'=r;; =10y + jd,

so the periodic structure can be analogically obtained by taking the shortest path on the torus.
This is realized by
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Figure 7: The periodic potential in momentum space is represented on the rhombic BZ. Obvi-
ously the corners, where a bare Coulomb potential would diverge still dominate the
potential.

with
Tomin = MIN(75 5, TN j, Tij—Ns Ti—Nj—N); (4.24)

in this way we can also obtain a periodic and symmetric potential in position space.

Thereby especially a potential that provides exactly the same results for the DSE’s, independent
of the position of the origin, can be obtained. For example one can similarily construct a BZ
with the I-point (see Fig. 4) being the center of the BZ instead of the M-point, for such a BZ
we now get exactly the same solution as for the choice of our BZ.

If we are assuming a periodic potential in position space and doing a Fourier transform into
momentum space we obtain a potential exhibiting the same properties. This potential is again
represented qualitatively (N = 900) in Fig. 9 where we can observe the required behaviour. Due
to the finite discretization (see section 4.2) one would not expect exactly the same potential.
The potential in momentum space that is calculated from a Fourier transform of the appropriate
potential in position space has to be always real-valued. This is because the Fourier transform
of a real-valued function that is even on the considered symmetry cell is also real-valued and
even [28].
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Figure 8: A contour plot of the periodic potential on the Brioullin zone is shown. The required
periodicity can be observed.
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Figure 9: A contour plot of the periodic potential obtained from a Fourier transform of the
potential in position space on the Brioullin zone is shown. The required periodicity
can be observed.
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5. Numerical Methods

5.1. Discretization of the Brioullin Zone

Based on the resulting integrals of section 3.2 with the periodic potential V from the last
section, the DSE’s read

- e e M(@)

ME) = g + — Vi(k— : 5.1
=0 e o D Je@r + M@ o
s e ()

(k) = o(k) + V(k — . 5.2
B= 00+ foorp VD e (52)

Now the momentum integral should be evaluated by discretizing the BZ.
The integral over the BZ (pink rhomboid depicted in Fig. 2) can then be transformed into the
sum

g (Ak)?
; 5.3
/BZ (27)? 7;1 (27)? (5:3)
where (Ak)? is the area of the smallest momentum unit on the lattice given by

BZ
= ﬁ'

b1 by

(Ak)? = |2 x (5.4)

The expressions from Eq. (5.3) becomes equal in the continuums limit as explained in the last
section 4.3. So, Eq. (5.1) and Eq. (5.2) yield

M;;
My, = o — i) s, (5.5)
D" + M
e? — (Ak)? D,
4 ZJ (27)? 105 + M

in the discretized momentum space (see Eq. (4.13)), with the corresponding discretized dressing
functions ®;; and M;;.

The couphng constant « is given by a = e?/(4mevy) [5], the Fermi-velocity follows from section
2.2: vy = icm. That yields the following equations

3aBZ M;;
Mo = s+ G w5V (o = )l (5.7)
8 N VIsl* + M,
3a BZ D,
D = Orn + S« /iz V (kmn — Gij) ————. (5.8)
gr N @ + M
For suspended graphene € = 1 is assumed. With the dimensionless potential
Vijmn = V(kmn - Qz]) = V(kmniqij)/a (59)

a basis independent expression for the Dyson-Schwinger equations can be found in units of the
hopping parameter x
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3a®> BZ Mij/y

an/,.i = /»LS/,{ 4+ ——« Vl imn. s (510)
81 N2 %: J \/(‘cbij|/;-g)2 + (Mij/i)?
3a®* BZ @i/

<I>mn/,{ = d’mn/n + — O{ZVZ imn . (511)
87 N2 i J \/(|q>ij‘/,.;)2 + (Mij/n)2

=
In the following the declaration of k is supressed, but all renormalization functions are indicated
in units of k, furthermore the dimensionless constant c is introduced

M

Moy = i3 + ¢ @Y Vijmp— s, (5.12)
@ ’ |(I)Z‘j|2 + ij
o,

ij Y |©;* + MP

These structurally similar equations can still be summarized within a vector notation by again
using the different parts of the structure function B, and Bs (see Eq. (3.19)) and M. So with
the vectors

G ={M,B1, B} and g = {no, b1, ba}, (5.14)
equation 5.15 is obtained.
ij |gij’

With this notation it is easier to understand what happens in the next sections.

5.2. lteration Method

One method to solve the coupled set of equations (5.15) is to iterate the values of the components
of B,,., as long as the changes of these values are small enough to assume that the iteration has
converged. Here the initial values of the matrix M,; were set to 1 and the initial values of the
structure function were set to their bare values ®;; = ¢;; at the beginning of the iteration.

In the presented calculations the maximum relative deviation that was tolerated was of the order
of 1078. So the applied criterion to stop the iteration and accept the iteration as converged can
be expressed as follows:

g _ gnew
mn mn
Gimn

here G is the value of G,,, obtained by the next iteration step. So in each iteration step the

mazx <1078, (5.16)

whole vector G,,,, is updated. The maximum has to be evaluated in terms of every momentum
index and every component of the vector G.

The discrepancy to zero (Eq. 5.16) is unfortunetly not directly related to the deviation from the
exact solution of G. Especially in the regime near the critical coupling where the correlation
length is large, the contribution in every iteration step is small but may still drift away contin-
uously. So due to the phenomenon of critical slowing down an enormeous increase of necessary
iteration steps in the area around the critical coupling is observed.

How a more reliable estimate of the error for G,,, can be obtained is pointed out in the next
section, but it is not included in the calculations yet.
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5.3. Quasi-Newton Method

Another possibility to solve Eq. (5.15) is to apply a Quasi-Newton method which reduces to
the ordinary Newton method in one dimension.
Describing Eq. (5.15) in units of x with consecutive indices yields

g = QH—CQZV;“ G (5.17)
|Gi|’

where i and k € {0, ..., N> — 1}.
This expression can be converted into a multidimensional equation that depends on the set of
variables Gy,

G
Fi(Go, G, -Gnz 1) = (8i — Gi) + ¢ aZV,m T =0 (5.18)
k
for every component of G.
This equation can now obviously be solved by a root-finding method, e.g. the Newton-Raphson
method [25].

Expanding a multidimensional function into an ordinary Taylor series yields

Fi(z + Ax) NZ z; + O(Azr?), (5.19)

which is equal to

F(z+ Az) = F(x) + JAx + O(Az?) (5.20)

in matrix notation with the Jacobian matrix 7. By neglecting terms of higher order (O(Ax?))
and setting F'(x + Ax) = 0 which corresponds to the root finding of the tangent in the standard
Newton method, one obtains a linear equation system

JAr = —F, (5.21)
that has to be solved for Az and x has to be updated in every iteration step

Tnew = Lold + Ax. (5.22)

In order to solve Eq. (5.18) where x equates to the vector G; and G represents either M or ®,
one has to identify the Jacobian matrix that can be calculated analytically

_ Vi g )
Tij 0ij +c G (1 + G (5.23)
To solve Eq. (5.21) an LU-decomposition is used, the algorithm works for a small number of
lattice points. In the Newton method the necessary number of iterations seems to be reduced in
comparison to the direct iteration method. That gives rise to the assumption that this method
might be worthwhile near the critical coupling, where critical slowing down is dominant, if a
more effective way of solving Eq. (5.21) is found. Until now the LU-decomposition in such high
dimensions is too extensive. But the method seems to be promising since the point is reached
where the number of iterations surmounts the effort of solving Eq. (5.21).

Moreover the deviations from zero in Eq. (5.16) equate to the percentage value of F, hence
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Eq. (5.21) has to be solved likewise to get an error measurement even for the iteration method.
So, having an effective method to solve this equation system seems to be desirable anyway for
future calculations.

5.4. Convolution Method

A much more effective way of solving equations (5.12) and (5.13) is to exploit the fact that the
Dyson-Schwinger equations have the form of a convolution from a mathematical point of view.
A general convolution is given by

(f +9)(@) = [ 47 £(@) 9 - 7). (5.24)

Considering the continuous representation of Dyson-Schwinger equations again ((5.1) and (5.2))

M (k) = pz + e:oz/d2q Vk—q w@@]\é(j’)w@, (5.25)
o(k) = (k) + eja/d2q V(- wq)(;(i) roes (5.26)
q q

we immediately find that the Dyson-Schwinger equations are consisting of a convolution (com-
par to (5.24)). To solve the Dyson-Schwinger equations, the integral

/ V(E—q) x(q) df (5.27)

has to be evaluated. Here x(§) depends on either considering the DSE for the mass renormal-
ization function or the Fermi-velocity renormalization.
By considering the convolution theorem (specified in Appendix D) in two dimensions

F(f*g) = (2m)* F(f) Flg) (5.28)
and especially the equivalent inverse
F(f) = F(g) = 2m)* F(f - g), (5.29)
one finds
[VE=2x(@ di = 2n)* FIV(@) 3@, (5.30)

where F represents the Fourier transform and V(Z) and X(Z) are the corresponding Fourier
transformed functions in position space. So the Dyson-Schwinger equations are given by

M(E) = ps + en® FIV(Z) - Y (T)), (5.31)

O(k) = o(k) + €27 F[V(Z) - Xo()), (5.32)

and the two dimensional integral (5.27) can also be evaluated by performing three independent
Fast Fourier Transformations (two in the case of a given potential in position space) which
provide an enormous numerical advantage. The detailed calculation to obtain equations (5.31)
and (5.32) can be found in Appendix D. Now the origin of this effective numerial method should
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be investigated.

Considering a Discrete Fourier Transform (DFT) of N sampling points in one dimension as
example

N1
Fo= Y en* fi= Ay fik, (5.33)
=0

one can easily come to the conclusion that N? complex multiplication steps are necessary to
execute the sum. Hence the required effort to solve the Dyson-Schwinger equations from the
last section would be of the same order than solving the DSE’s by simply executing the sum of
Eq. (5.12) or Eq. (5.13).

During the 1960s a far better method has been established by Cooley and Turkey [29]. It has
been shown that the usual DFT of the order of N? can be effectively reduced to a numerical
algorithm which only requires O(N log,(N)) operations. This algorithm calling the Fast Fourier
Transform (FFT) means an immense advantage regarding the computation time of solving the
DSE’s.

The basic idea can easily be understood by an examination of the composition of a usual Fourier
transform of discretely sampled data of the length N into two discrete Fourier transforms of
the length N/2. This composition is based on the separation of even and odd summands:

N/2—-1 N/2—-1
f}c == Z B%ij f2j + Z 6%(2j+1)k f2j+1 (534)
3=0 J=0
N/2-1 N/2-1
= e/ foj +wt Y e/t f2j1 (5.35)
Jj=0 Jj=0
— Flsven + wk]:]gdd, (536)
with w = e¥ .
Obviously, the conversion of one DFT of the order of N to two DFT’s of the half length
requires V/2 complex multiplications [29]. Assuming that the number of sampling points can
be expressed in powers of 2
N=27 v = logy(N), (5.37)

an arbitrary Fourier Transform can be decomposed in N first order Fourier transforms in ~
splitting steps. In every step we need V/2 complex multiplications, so consequently we get an
algorithm of the order of N/2 logy(IN) ~ N logy(N). The process can be illustrated by the
following reduction chain

FIN|] =2 F[Nf2] -4 F[N/a]--- — N F[1]

were JF[N] indicates a Fourier transform of the order N which is divided by two, with the
doubling of the number of Fourier transforms. Here the Fourier transform of the order one is
simply equal to the input data [30].

In current software libraries the FF'T is often realized for arbitrary N but is still optimized for
N being a power of 2 or multiples of 2,3 and 5 depending on prime factorization. This is also
the case for the Open Computing Language (OpenCL) [31, 32] library "cIFFT’ that has been
used in this work, a detailed description can be found on the official website for AMD Compute
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Libraries (ACL). So allowed values for N can be expressed in the following form
N = 2% 3Y 5%,

that gives reason to the sometimes unusual choice of N. For a better comparison the same
values of N were used, even for the FF'T method realized with help of the free software library
'Fastest Fourier Transform in the West’ (FFTW) developed by Mateo Frigo and Steven G.
Johnson at the MIT [33]. This subroutine library was implemented in the non-parallelized
version of the program and principally allows arbitrary values of V.

5.5. Parallelization with OpenCL

The described procedure of using a FF'T to solve the Dyson-Schwinger equations really accel-
erates the calculation and provides the possibility of reaching much higher numbers of lattice
points. This is crucial in order to do a reliable analysis, but even more runtime ca be saved:
Another step regarding code optimization has been made by using the powerful tool of parallel
programming. It was essentially defined by Almasi and Gottlieb (1989) [32] with the aim of
a highly increased program performance. This benefit of runtime is caused by systematically
parallelized computing steps that are allowed to be executed concurrently. The application pro-
gramming interface (API) of choice to realize the parallelization of the C++ code was OpenCL.
The hardware component that is eligible with respect to its construction properties to support
these calculations is the Graphics Processor Unit (GPU). OpenCL enables a programmer to
combine the use of Central Processing Units (CPU’s) and GPU’s and therefore computer-
intensive parts of the program can be transferred to the GPU which architecture allows a
concurrent evaluation.

In the following a short overview about how an OpenCL code can be constructed should be
given, for detailed information and a lot of source code examples see in Ref. [31] or Ref. [32].
The advantage of OpenCL is that one can control a variety of devices from different vendors.
Consequently GPU’s from different vendors can be used by the same program with the help of
several platforms which provide the vendor specific implementation of OpenCL. So the OpenCL
API (administrated by the Khronos Group) gives an efficient access to a wide choice of hard-
ware.

The relevant quantity considering a parallel process is the number of work-items. The part
of a program offloaded to the GPU (called kernel) can be executed in parallel as many times
as work-items are defined. So, for example a matrix multiplication of an order of N? can be
perfectly parallelized by executing each step independently and in parallel. That is exactly
what has to be done for the parallelization of the iteration method described in section 5.2.
The parallelization would also be quite useful in order to solve equations that cannot be numer-
ically simplified with the convolution theorem, as it would be the case for a dynamical inclusion
of the static Lindhard susceptibility [16, 17].

With the OpenCL API at hand it was also successful to accelerate the FFT method by using
the mentioned FFT algorithm provided by OpenCL (clFFT). This algorithm is already opti-
mized and gives a simple access with regard to runtime optimization.

Unfortunately, the necessary preparation to finally get a kernel function that runs in parallel
on a defined device with an appropriate platform is somewhat exhausting but is worthwhile in
terms of these widely ranged possibilities.

In preparation one has to discover and initialize the mentioned platform as well as the devices
that should be used. Furthermore a context has to be created, which provides an execution
environment and manages the host-device interaction with the help of a command queue. All
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the data needed inside the kernel have to be present on the device, so probably a lot of data
have to be transferred from the host to the the device before the program execution takes place
and vice versa afterwards. The real source code is present in a character string and has to be
imported to create a so called 'cl _program’. This program then contains the single kernels that
have to be extracted from the compiled program. For this a wrapper class that quite nicely
simplifies the whole procedure has been used. To even reduce the effort in setting arguments
of a kernel, variadic templates were used which turned out to be quite comfortable. After the
required preparation the kernel is ready to be executed on a huge number of work-items.

The parallel calculations from this work were made on 'GeForce GTX TITAN’ GPU’s from
Nvidia, the implemented platform is given by CUDA (vendor specific programming language
from Nvidia).

5.6. Runtime Comparison

In this section a short review of the obtained runtime optimization is given. In Fig. 10 the
solution method exploiting the convolution theorem is compared to solution method where the
sum within the DSE is simply executed. For that, the needed time per iteration is plotted
against the number of lattice points N. The time per iteration is averaged for different values
of the coupling « to reach more reliable data.
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Figure 10: For comparison, the averaged time per iteration is plotted against the number of
lattice points in one direction N for solving the DSE’S with neglected Fermi-velocity
renormalization. This is plotted for the method using the convolution theorem as
decribed in section 5.4 (FFT) and the method that simply executes the sum of
Eq. (5.12) in every iteration step (SUM).

For a better comparison the time per iteration is plotted logarithmically. The range of N grows
only up to NV = 150, where the summation method already needs much more time. Obviously,
by applying the convolution method from section 5.4 a great progress in saving runtime was
made.

In Fig. 11 additionally the calculation on a CPU is compared to a calculation on a GPU (both
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using the convolution method), where now much higher values of N can be obtained very easily.
By using the GPU algorithm a lot of additional runtime can be saved as it is shown in Fig. 11,
the GPU method is about 7 times faster than the calculation on a CPU.
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Figure 11: The solution method using the convolution theorem for the calculation on a CPU is
compared to the same method calculated on a GPU.

That saves additional runtime but the crux of the matter was definitely to introduce the calcu-
lation scheme that lowers the order of calculation steps by using an FFT. Finally the calculation
procedure has been sufficiently improved to reach volumes with which a reliable extraction of
the critical coupling is possible.
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6. Mass Renormalization

In this chapter the mass function M(q) should be investigated, while the Fermi-velocity renor-
malization is neglected. This rather simple problem can be solved analytically. This has been
done in Ref. [11] and provides a critical coupling of a. ~ 0.457.

In order to recompute the analytically obtained critical coupling constant of Ref. [11], where the
Fermi velocity renormalization and also screening effects were neglected, the dressing functions
By and B, simplify to their bare values:

B;(k) = b;(k). (6.1)

So this chapter serves as a validity check for the applied calculation scheme where the whole
band structure is taken into account (without low energy approximation). This ansatz leads to
an exact discription and takes also the high momentum regime into account. So for the critical
coupling we surely expect to find the analytical value.

6.1. Finite Volume Effects and Convergence

In the following equation (5.12) is solved by the convolution method described in section 5.4.
The mass renormalization function is evaluated on the Dirac point K.

This provides an order parameter for the semimetal-insulator phase transition due to the gen-
eration of a gap in the band structure. If there is a nontrivial solution of Eq. (5.12) the chiral
condensate is nontrivial as well [7].

Equation (5.12) was solved for an increasing number of lattice points, in order to examine the
convergence behaviour. The number of lattice points in one direction in momentum space is
denoted by N, as introduced in section 4.2. Another advantage of the framework of Dyson-
Schwinger equations is that the complete calculations for this approximation can be executed
in the chiral limit, setting 3 to zero.

The number of lattice points in the following results varies from N = 150 to N = 3000 and
increases in steps of about 150. With this number of lattice points we will see that the critical
coupling can be deduced quite precisely. In previous calculations the critical coupling was even
recomputed with a number of lattice points only up to 300.

To find the critical coupling Eq. (5.12) has to be solved additionally for different values of the
coupling constant a.

For higher coupling constants in the insulator phase not close to the critical coupling the situa-
tion is rather unproblematic. In Fig. 12 the results for a few of these couplings are illustrated,
the reciprocal number of lattice points in one dimension 1/~ is plotted against the generated
mass gap evaluated at the Dirac point Kt in units of k. In order to extrapolate to N — oo it
seems to be more significant to plot M (K ™) against the reciprocal value of N

In Fig. 13 the finite volume behaviour is plotted for couplings near the critical coupling together
with the corresponding fits. One can see that the value for M (K ™) seems to converge for higher
N as one would expect for the integration of a 1/r-potential by a simple power count.

For the extrapolation to an infinite number of lattice points a polynomial fit up to the second

order of 1/N was made:
1 1

f(x)=a <N>2 T <N> ve, (6.2)

where ¢ exactly delivers the value of M for an infinite number of lattice points: ¢ = M.
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In the overcritical regime (Fig. 12) an almost linear behaviour can be found; here it is very
simple to extract a good approximation of M., even for a very small number of lattice points.
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Figure 12: The generated gap at K is plotted against the reciprocal of N for different alpha
away from critical coupling. The datapoints are fitted quadratically as shown in
Equation (6.2).

By continuing the consideration of smaller coupling constants (Fig. 13), obviously a quadratic
fit is necessary to do reliable extrapolations. Principally it is of course possible to only use a
linear fit but then one has to calculate up to a higher number of lattice points for such small
coupling constants.
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Figure 13: The convergence behaviour for the near-critical regime is plotted against the recip-
rocal number of lattice points.

In Fig. 13 a principal change of the convergence behaviour can be observed, a minimum evolves
which seems to be shifted to larger N values as « decreases. One can now clearly see a deviation
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from the linear behaviour. To get good extrapolation fits in the near-critical regime one has to
discard the values lying on the right side of the minimum. They apparently do not provide a
good estimate for higher lattice points. So with a decreasing coupling constant more and more
values have to be rejected.

In Fig. 13 it is illustrated how the number of useable points for the extrapolation shrinks whith
a decreasing coupling constant. So there seems to be a natural constraint for coming closer
to the critical coupling. The number of lattice points is too small to provide values on the
left side of the minimum for coupling constants smaller than o = 0.5. For smaller coupling
constants a much higher number of lattice points is necessary, which is due to the fact that the
achieved resolution in momentum space is always restricted by the smallest momentum unit
p =% (analogous to an UV-cutoff).

The obtained error for the extraction of M., from the fit parameter ¢ is lying well below 1%
for all coupling constants. But the errorbars obtained from the least square fit routine are not
quite representative as discussed in section 5.3.

6.2. Critical Coupling

In Fig. 14 the extrapolated values M., are plotted against the coupling constant. One can
observe that the mass generation turns on at some value of a, which should be equal to a, =

0.457 due to analytical calculations [11] and calculations in the Dirac cone approximation [15].
In Ref. [15] also the typical Miransky scaling that can be deduced as general QED, phase
transition effect [31, 7] could be verified.
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Figure 14: The extrapolated values for different coupling constants are plotted against the re-
ciprocal coupling constant. A fit of Miransky-type has been applied and provides a
good agreement with the data points.
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In order to validate our calculation model we require a Miransky scaling behaviour reproducing
the analytically obtained coupling constant. So our computed data points are fitted to the
function:

My, = a exp (11)1) : (6.3)
In Fig. 14 the obtained results are illustrated, where the part below the line, representing the
phase transition, can be identified by the insulator phase of graphene. Here a nonzero chiral
condensate emerges.

The corresponding fit parameters, where «, identifies the critical coupling for the semimetal-
insulator phase transition, are given by:

a = 96.8091 + 2.913 (3.009%),
b= —4.92754 +0.03307 (0.6711%),
(e = 0.457847 4 0.0004941 (0.1079%). (6.4)

The analytically provided value of the critical coupling constant [1]

82
e = ———— ~ 0.45695 6.5
= ) (09
is consequently well recomputed.
So finally we can conclude that an appropriate accuracy has been reached for the recalculation
of the critical coupling constant.
Another significant representation of the phase transition is depicted in Fig. 15.
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Figure 15: The mass renormalization function evaluated at K is plotted against the reciprocal
coupling constant for different lattice sizes. The Miransky-Fit from Fig. 14 is also
shown for comparison.
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Here the generated mass gap at the Dirac point is plotted against different couplings « for
a variety of lattice point numbers N. Additionally the obtained Miransky-Fit is plotted and
one can nicely observe how the Miransky behaviour is better and better reconstructed with an
increasing number of lattice points.

Exactly the same calculation has been executed for a Coulomb interaction that was constructed
in position space as it was worked out in section 4.2. So, we started with a potential in
position space and directly applied our solution method using the advantage of the Fast Fourier
Transform, described in section 5.4.

In Fig. 16 the results of this analysis is indicated by M..-X, for comparison the results obtained
from the potential given in momentum space are also illustrated (My.-P).
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Figure 16: The extrapolated values are plotted against the reciprocal coupling constant. The
obtained results for a constructed potential in position space and in momentum
space are compared. A fit of Miransky-type has been applied to the data from a
given potential in position space.

From these results a very good agreement of both calculations can be concluded. The data
points gained with the potential in position space almost exactly match the data points ob-
tained from the original discretized photon propagator in momentum space. Here the Miransky
function 6.3 has been applied to the new data points M,-X and delivers almost the same fit
parameters:

a = 96.3753 £ 2.186 (2.268%),
b= —4.92416 4+ 0.02493 (0.5062%),
(e = 0.457847 4 0.0003726 (0.08139%). (6.6)
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For reasonable comparison the Miransky-Fit has been applied to the data point region of
1/a € [1.5;2.0] in both cases; this region of course is crucial to obtain a good consistency since
the Miransky behaviour only has to hold in the regime near the critical coupling.

Ultimately, convincing arguments, to assume that the potential in position space was correctly
implemented has been found. So, the basis to apply a more realistic potential that is typically
given in position space has been elaborated.

6.3. Energy Dispersion

In the following the obtained energy dispersion relation where mass renormalization is included
should be investigated.
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Figure 17: The energy relation for the first Brioullin zone is shown for different coupling con-
stants in units of k. The momenta are given in units of /a.

In Fig. 17 the energy relation is plotted for the first BZ for different values of a. One can see
the qualitative changes with an increasing coupling constant and the gap opening at a coupling
between o = 0.4 and o = 0.6. Additionally a contour plot was applied from which the structure
of the BZ can be deduced.

To gain a better insight into what happens to the dispersion relation, the energy-momentum
relation is plotted along the high symmetry points of the BZ which was pointed out in Fig. 4.
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E [K]

Figure 18: The energy-momentum relation is plotted along the high symmetry point of the
Brioullin zone for different values of «.

This plot is illustrated in Fig. 18 where the gap opening can be nicely observed. For the values
a = 0.2 and o = 0.4 the mass renormalization functions do not differ since the critical coupling
is not reached. For higher values of o a gap evolves, which turns graphene into the insulator
phase.
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Figure 19: The single parts of the energy-momentum relation described in Eq. (6.7) are plotted
along the high symmetry points for different couplings a. Obviously the Fermi-
velocity renormalization has been neglected due to the similar values of |®| for the
different values of a.
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More precisely, the energy relation can still be decomposed into two parts:

E(F) = M(E) + |2(K) |2 =  M2(F) + [o(R)[2. (6.7)

In the current consideration the structure function has not been renormalized. Only the mass
renormalization causes the deviation from the very original energy momentum-relation illus-
trated in Fig. 3. In Fig. 19 these two parts of the energy relation are depicted seperately. As
an example the mass renormalization function and the structure function are plotted for a cou-
pling constant a = 0.2 well below the critical coupling where neither a mass renormalization
nor a renormalization of the structure function can be observed. In the case of @ = 0.8 a mass
renormalization can be observed and of course the absolute value of the structure function
remains bare.

This differences are very important to understand with regard to the next section, where the
renormalization of the structure function - the so called Fermi-velocity renormalization - should

be included.
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7. Fermi-velocity Renormalization

In the following the renormalization of the whole band structure should be taken into account,
that means the Dyson-Schwinger equation (5.2) for the structure function is now dynamically
included in the calculation.

For that we have to take a thorough look at the used BZ. In the whole examination one
important point has been ignored: The structure function is not periodic in the Brioullin zone
that was considered until now. So principally the considerations which we have made until
now for the Fermi-velocity renormalization and the Dyson-Schwinger equation of the structure
function (Eq. (5.2)) seems to be wrong, regarding the evaluation on the primary BZ. In the next
section we will develop a method to save the elaborated procedure and find a totally symmetric
and periodic description of all these relevant quantities.

7.1. Converting the Hamiltonian to a smaller Unit Cell

The fact that the structure function is not periodic in the BZ which was chosen, can be under-
stood by investigating the structure function in indices of the BZ (see Appendix B.1)

3 R ) ) o
G = 3 R0 = BNy BR(mA2n) o metm) (7.1)
n=1

From that the shift invariance of the absolute value follows |G| = |Pminn| = |dmnsn| but the
simple shift symmetry

¢mn 7£ (bm—l-Nm ¢mn 7£ ¢mn+N7

is not valid! The valid symmetry transformations are rather given by

27i 27i

¢m+Nn = €T¢mn and ¢mn+N = e_Tgbmn-

So, if we are working with functions that are only depending on the absolute value of the
structure function like e.g. the energy (Eq. (2.14)) there won’t be a problem. But in case of a
calculation with the independent parts by (k) and by(k) one has to be extremely cautious.

If the BZ should really be the smallest symmetry unit, a smaller elementary cell has to be
considered (gaining a larger Brioullin zone in momentum space) so that even the structure
function is periodic on that lattice. One possibility to represent the honeycomb lattice and all
the connected functions periodically, is to use the basis vectors

@ =6y, @=~0, (7.2)

where 4, (n € {1,2,3}) again indicates the nearest neighbour vectors given by

s (0 g_a(VB) 5 _a(-v

o)) =s(0) A5 ()
Consequently the whole calculation has to be converted from the lattice given by the basis
vectors @; and dy (see Eq. 2.1, forming Basis 1) to the lattice given by the basis vectors @} and
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a4 (Basis 2, see Appendix B.2 for a short summary). The two different representations of the

lattice are depicted in Fig. 20.
A)iA
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W

Figure 20: The different realizations of representing the honeycomb lattice (Basis 1, Basis 2) are
illustrated by the corresponding basis vectors. Additionally the nearest-neighbour
vectors d,, are shown.

The basis vectors @; and d, are representing the standard unit cell with which the analyti-
cally expected value for the critical coupling was successfully recomputed if the Fermi-velocity
renormalization is neglected. The fact that the mass renormalization function only depends on
the absolute value of the structure function assures the correctness of the results from the last
section. The graphene lattice, constructed with @; and dy in fact requires a smaller Brioullin
zone but the interatomic distances between A and B sublattice can not be resolved. That is
why the structure function, necessarily depending on this distance is not periodic in this area.
The associated Brioullin zone for each basis is shown in Fig. 21.

The corresponding basis vectors for the new lattice in momentum space are
= 27'[' \/g = 47T \/§
e (i
b1_3a<3>’ b2 3a<0>‘ (7.3)

On the new lattice a general vector in position space is similarily given by

F=id) 47 d, (7.4)

but not all lattice points are occupied by carbon atoms. Here we have three different types of
sites: A and B sites, similarly to the former lattice and empty sites. Mathematically this can
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be expressed by appropriate coefficients for red sites (A), blue sites (B) and empty sites (C):

F=ia,+ja, (i+)%3=0 blue sites,
y=1idy+j d, (i+)%3=1 red sites, (7.5)
Z=1dy+7j d, (t+7)%3 =2 empty sites,

where the % sign denotes the modulo operator. The complete lattice is indicated by G in the
following (G = AU B U C'). The momentum space is again naturally discretized via

= jv (m B, +nBy) (7.6)

Figure 21: The corresponding BZ’s of the different lattices in position space (see Fig. 20) are
illustrated.

In the following the Hamiltonian from Eq. (3.3) has to be converted to the new basis as well
as constructing a new potential that retains the elaborated properties. The free Hamiltonian
in tight-binding approximation is still given by

H=—r Y (alb, +bla,) + s Y (ala, — bjb,) — Y (ala, +bib,) (7.7)
x?y

<z,y> z,y

in position space. To obtain the corresponding Hamiltonian in momentum space we have to do
a Fourier transform on the lattice, where now the creation and annihilation operators only exist
on certain lattice points. So primarily, we have to think about how to do a Fourier transform
only on a part of the lattice. The discrete Fourier transforms of these operators are given by

7.4}‘0 7.4;~» 7@ . .
= e Ta| =3 e Ta =Y e WM, (7.8)
reG T€A CEZ'JEA
b= ey 7.9
p )
yeB

and analogically for the annihilation operators. These restrictions on either A sites, B sites or



7.1. CONVERTING THE HAMILTONIAN TO A SMALLER UNIT CELL 44

empty sites can also be expressed by introducing the following function

]_ T s LS W 1 ) » W3 =
Z(i,gor) = 5 (L4 e  FEIT 4 e F0H) {07 Zs:j) o (7.10)

with 7 € {0, 1,2} for the different lattice types. The multiplication of this function will always
assure that a function only exists on one of the three lattice types and therefore provide a neat
way of calculation.

For functions that are only excisting on one of the three types of lattice sites a shift symmetry
in momentum space is obtained:

F(mn)= Y e ®EG ), (7.11)
(i+4)%3=r
F(m + Nk/3,n + Nk/3) = 27" F(m, n), (7.12)

with z = ¢35 and the corresponding momentum vector p(m + Nk/3, n 4 Nk/3) = i, = %(51 +by).
So the BZ for such functions can be divided into three independent areas. The different areas
are shown in Fig. 22.

Figure 22: Shown is the decomposition of the Brioullin zone into the several symmetry con-
tributions. The different colored areas are independent from each other, but the
same-colored parts can be converted into each other by certain symmetry transfor-
mations if the function only exist on one lattice type in position space.

The three different colored areas are independent from each other, the surface area of this
three independent parts exactly equates to the area of one honeycomb or rather the area of
the old BZ (Basis 1). If a function is only defined on A sites (r=0) all same-colored parts of
the Brioullin zone are identical. For functions that are excisting either on B sites or empty
sites the same-colored areas can be converted into each other with the help of the appropriate
symmetry transformation (Eq. (7.12)).

So obviously the description on this small lattice in position space is needed for functions
which depend on the interatomic distance of A sites and B sites (r=1). Functions that are only
depending on the atomic distance between similar sites are exactly equal in these areas (r=0).
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Consequently for the mass renormalization it would be sufficient to do the whole computation on
the smaller Brioullin zone, but here graphenes structure function (depending on A-B distances)
is not periodic anymore.
From equation (7.12) similarly the shift symmetry for the creation and annihilation operators
follow

Apip, = Qp and bpip, = 2 "bp. (7.13)

By using the following relation for a partial sum over the lattice (this can be derived by writing
out the sum of the right hand side):

w(m, n, r) _ Z o= 2mi (@erjn) Z sz5 p pk) (714)
(i47)%3=r k 0

one can perform the Fourier transformation of the single terms in the free Hamiltonian from
equation (7.7),

3 o
Hib = —r Yl =k XY albs, - g YN Y A (11

<z, y> €A n=1 :L"EAn lpquZ’

= —K —Z > Z(S q— (P+ pi)) e aqu, (7.16)

n= lqulek‘ 0

where BZ' is now the BZ of the new basis.
With the equations from (7.13) and e+ = z* one finds

HY = ——— 3 Z ePnalh, (7.17)

pGBZ’ n=1

so the z-factors identically cancel and we end up with the already known result from Basis
1 (Eq. (2.8) and (2.9)). For the other parts of the free Hamiltonian, similar relations can be
deduced:

HY =—k > bL% =——= > Z e’lp‘;"bTap, (7.18)
<z,y> N pEBZ’' n=1
HE =m Y ala, = N2 Z al L0, (7.19)
€A peBZ’
HY, o =m > blb, = — Z bib,. (7.20)
yeEB pGBZ’

So the Hamiltonian can be represented in momentum space and is again completely given by
(compare to Eq. (2.8) with the full Hamiltonian (3.3))

H = (Hab Hy') + (Hy,, — Hp,) — (Hy — ) (7.21)
ps = —o(p) a,
N2 §Z’< T bT) < ¢*(ﬁ) — s _,U> (bp> . (722)

Hence exactly the same structure as in the calculation for Basis 1 (compare to Eq. (3.3)) is
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obtained, which is not surprisingly due to the fact that the energy should remain the same.
But now we are really calculating on a lattice were all the functions that we need are totally
periodic.

The structure function on this basis can then be written as (see Appendix B.2)

O(P) = bmn = K (e X" F e X 4T MM (7.23)
From that the associated symmetry transformations follow immediately:

¢m+N,n = ¢n,m+N = ¢m,n7

¢m,n = ¢n,ma
(bN—m,N—n - (b:n’n,
¢m+Nk/3,n+Nk/3 = Zk¢m,n <~ ¢(}7—|— ﬁk) = qub(ﬁk), (7,24)

so the structure function is now periodic and the Brioullin-zone really is the smallest symmetry
unit in momentum space. Additionally it was demonstrated, that one finally gets exactly the
same Dressing functions for this lattice as for Basis 1, but has to evaluate the integral over the
large Brioullin zone of Basis 2. Structurally the DSE’s of Eq. (5.15) are completely identical
based on the same Hamiltonian in momentum space. So we now obtain completely symmetric
and translational invariant versions of the DSE’s from Eq. (5.12) and Eq. (5.13)

M-

Mp=ps+ca Y, Vi o (7.25)
qgeBz’ 4q
b-

O =¢ptca Z V(T—E Qili’ (7.26)
qgeBz’ q

with € from section 3.2. This verification of symmetry conservation allows a shift in momentum
space, so the DSE’s can be equivalently written as

M, .
Mp =ps +c « Z Vi A

g)H _’7
— /7 k
qeBZ (I)jrq (727)
k
Pp=¢p+ca Y Vg qu
qeBz’ k+q

in the discretized form, with ¢ is now given via BZ’ indicating the BZ of the new lattice (Basis
2). All renormalization functions are now discretized within the new lattice.

7.2. Coulomb Potential on the new Lattice

So now the potential has to be discretized on a new lattice. For a sublattice interaction between
either A sites or B sites, there won’t be a problem. Such a potential should be even periodic
on the small Brioullin zone (r=0 in Eq. (7.12)), but for an interaction between A and B sites
we have again the problem that this function is not periodic on the small BZ.

Accordingly, this problem has to be considered on the small unit cell to be able to take the
interaction between two adjacent carbon atoms into account.

If the interaction between the two sublattices should be taken into account, distances (Z — ¥)
where ¥ € A and ¢ € B has to be included. On the grounds that this interaction matrix only
depends on the distance between the relevant sites, the A site can be fixed to the origin. Then
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only the interaction with all B sites of the lattice has to be considered. Generally one has to
distingiush between two kinds of interaction, the interaction between similar sites, denoted by
VA and the interaction between sites from different sublattices (VAP).

So the interaction can be simplified by:

VAP = V(T = Plzgea = V(F)]rea, (7.28)
VAP(P) = V(% — §)|zeages = V(F)lreb, (7.29)

with an A site in the origin. The relation between these potentials and their counterparts V¥
and VP4 in momentum space is deduced in Appendix E. With that it should be possible to
convert the formalism to the old BZ again (Basis 1), but it has not been tested numerically
yet.

By considering the potential in momentum space one finds the representation of the potential
between similar sites in terms of a Fourier transformed potential defined on the whole lattice:

2mi

Z VZJ|{W}6A o~ & (im+jn)

{i,j}€G
v, o Zi ity L (14 F6 4 = F0)
{i,j}eG 3
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k=0
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From that the required symmetry (see Eq. (7.12)) follows directly:

Vi = Vi, (7.32)
The equivalent consideration for VA yields:
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and provides the expected symmetry as well:

Vi = eV = VR (7.33)
The influence from both interactions simply add in momentum space
VAP = N, e TN = Ny, R — pd g pAB (7.34)
z€A (i+75)%3=0
yeAB (i+75)%3=1

since the sum can alway be decomposed in the single contributions

Yoo= >+ >+ > (7.35)

{i,j}YeG  (+5)%3=0  (i+j)%3=1  (i+5)%3=2
This leads to
AAB A —ky)AB
Viipe = V5 T2V, (7.36)

Both potentials V4 (left) and V]? AP (right) are illustrated in Fig. 23.
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Figure 23: The potentials for the different interaction types are shown in momentum space: V4
on the left hand side and V44 on the right hand side. They have been obtained
by a Fourier transform of the appropriate potential in position space. For a better
view on the structure the z-range is restricted to z = 0.5.

It can be observed that the symmetry from Eq. (7.32) is valid in case of the left picture, for the
potential on the right hand side this symmetry is broken, as expected. These potentials were
again calculated in position space and then transformed into momentum space. The on-site
term in position space can either be calculated by Eq. (4.19) on the old basis (the on-site term
should remain the same) or on the basis of Eq. (7.30). Interactions with B or C' sites would not
contribute to the on-site repulsion anyway, as it is shown in the following. By using the on-site
term of Basis 1 one might consider a factor of 1/3 in terms of the three times larger Brioullin
zone.



7.2. COULOMB POTENTIAL ON THE NEW LATTICE 49

The DSE’s from Eq. (5.12) and Eq. (5.13) then yield

Mz, .
Mp=ps+ca Y V;If"AB Qfﬂ,

— 1 k
qeBZ CI)_‘-H] (737)
By —tptea Y VAP TE
qgeBz’ k+q

These are the equations we have finally used to even take the Fermi-velocity renormalization
into account.
If we split the sum over the BZ in three areas (analogically to the three rows from Fig. 22):

> o yy%

qgeBz’ q
where ¢ only covers the independent part of the BZ (for example the first row indicated by Bj),
we find the following relations

2
Mo, -
My=ps+cad, > (Vi+z"ViP) Q +a
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. qu, T Qpiq
: . (7.38)
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k=0 geBs Qﬁ+<i
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=¢pp+3cay VP rd
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qeBz’ P+q

2 2
by using the transformations from Eq. (7.36) and Eq. (7.24) and > 27F = ¥ 2F = 0.
k=0 k=0

Additionally, the symmetries of the renormalization functions were used:
Mﬁ+ﬁk = Mﬁ and q)ﬁ-i-ﬁk = qu)ﬁ. (739)

So, principally we are able to convert the integral to the small Brioullin zone again by exploit-
ing the known symmetry transformations. For that we have to know how to construct the
interaction between A and B sites on the Basis 1, an ansatz has been made in Appendix E but
has not been tested numerically yet.

That is exactly what we would expect from the diagrammatical consideration (see section 4.1.1)
the different parts of the fermion propagator are only influenced by certain interactions. So
a possible Fermi-velocity renormalization can only come from an interaction between A and
B sites. Furthermore, if an interaction between A sites and C sites is additionally included
(that would equate to the potential given in Eq. (7.31)), nothing would change due to the
z-symmetry and the shift invariance of the other parts of the DSE’s. That is exactly what
could be confirmed numerically. The same results as generated with a potential which only
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takes the interaction between A and B sites into account, can be obtained with a potential
even considering empty sites. The obtained potential by taking all lattice points into account
is illustrated in Fig. 24 in momentum space and is of course quite similar to that of the old
basis (Basis 1).
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Figure 24: The potential of equation (7.31) is illustrated on the Brioullin zone. It delivers the
same results as obtained from V445 due to the shift invariance of the Brioullin zone.
The z-range is again limited at z = 0.5.

This kind of potential was used to include a more realistic potential in chapter 8. For a
comparison, in Fig. 25 the associated potentials in position space are plotted along the index i
(see (7.4)) identifying the y-axis. V4 and VA8 equate to zero at the appropriate lattice points.
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Figure 25: For a comparison the considered potentials from this chapter are plotted against the
index i of the position space vector(see Eq. (7.4)) indicating the y-axis.
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7.3. Validation of the new Basis (Basis 2)

At first, as a cross check of the whole examination the analytical value of the last chapter
should be also reproduced for the new Brioullin zone with the adapted potential. For that the
calculations described in the last section were completely repeated, with a potential constructed
in position space and taking the Coulomb interaction between all carbon atoms into account.
If then only the mass renormalization function is iterated one would expect the same result as
obtained on the small BZ, that was shown in the last section: The interaction between electrons
from different sublattices do not influence the mass renormalization function (see Eq. (7.38)).
Alternatively, if the iteration of the structure function is included but the potential given by
V4 is used, exactly the same results were obtained. This kind of interaction cannot cause a
Fermi-velocity renormalization as it was shown in the last section.

And that is exactly what was found numerically.
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Figure 26: The energy gap is plotted against the reciprocal value of « for the new Brioullin
zone (Basis 1) and has been fitted to the function of Eq. (6.3), in expection of a
similar scaling behaviour as on the former lattice (Basis 1). For a better comparison
also the results from Basis 1 are shown.

As expected we obtain the same finite volume behaviour as represented in section 6.1 and
therefore did exactly the same extrapolation. In Fig. 26 a comparison of the extrapolated
(N — o0) values for Basis 1 and Basis 2 are shown. The values calculated on Basis 2 were
again fitted to the scaling behaviour expected in case of a phase transition of Miransky-type
(Eq. (6.3)). The following parameters were obtained

a =108.186 £+ 2.508 (2.318%),
b= —5.03867 £ 0.02547 (0.5056%),
ae = 0.458502 + 0.0003733 (0.08142%). (7.40)
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In comparison to the values from Eq. (6.4) an adequate accordance regarding the results for the
critical coupling are provided. In Fig. 26 one can clearly see that the differences between the
values for Basis 1 and Basis 2 increase for coupling constants closer to the critical coupling. Here
the extrapolation becomes more difficult. Furthermore, for reliable results on the new lattice the
calculation was executed up to much higher values of N based on the larger Brioullin zone. In
the results represented here we solved the Dyson-Schwinger equation (5.12) from N = 360 until
N = 5625 in steps of about 360 (due to section 5.4 the exact value is based on an optimazation
regarding prime factorization). With the development of an effective calculation scheme a lot
of runtime can be saved and the whole calculation can be executed for a much higher number
of lattice points. Now the calculations are not restricted due to runtime problems anymore but
to the size of our main memory. So the program has to be additionally optimized in regard to
the necessary memory.

The results are represented in Fig. 27 in detail. As expected, we can observe the same effects
as in the last section. With higher numbers of lattice points N a better description of the
Miransky-type scaling behaviour can be reached.
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Figure 27: The order parameter for the semimetal-insulator phase transition (M (K +)) is plot-
ted against the reciprocal of « for different values of N. The Miransky-Fit from
Fig. 26 is also shown for a better comparison.

Taking the difficulties of the extrapolation into account and considering the fact that the results
do not rely on the real errors of the solution of the DSE’s (as explained in section 5.3) a good
agreement of the results from the different BZ’s can be found.
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7.4. Renormalization of the Structure Function

With the new method at hand, now the Fermi-velocity renormalization should be considered.
As already explained, the structure function (Eq. (5.13) is then dynamically included in the
evaluation procedure in every iteration step.

The calculation can still be executed within the chiral limit (setting pus = 0).

At some point it might be reasonable to introduce a small symmetry breaking mass term
to receive a stable iteration away from the trivial solution. For that reason we also tried to
implement a mass term given by u3 ~ 1/n, that ansatz avoids an additional extrapolation to zero
masses, so we achieve a simoultaneous extrapolation to the chiral limit while extrapolating to
an infinite volume (N — 00). The infinite volume extrapolation has been done analogically to
the second order extrapolation described in section 6.1. That technique worked pretty well and
delivers the same results as obtained by the direct calculation with pu3 = 0 within the tolerated
errors. But of cause the finite volume behaviour itself differs because of the introduced mass
term depending on N. Consequently the extrapolation to an infinite volume seems to be more
complicated.

So for simplicity the symmetry breaking mass term was again set to zero. Here a similar finite-
volume behaviour as in the last sections can be observed, although the iteration of the structure
function has been included. For higher values of the coupling constant away from the phase
transition again the quadratic fit from Eq. (6.2) can be applied without problems (see Fig. 28).
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Figure 28: The energy gap at the Dirac point is plotted against the reciprocal value of N. The
development of a minimum can be observed.

That quickly changes in the lower coupling regime, analogically to the mass renormalization
without Fermi-velocity renormalization a minimum evolves. Data points that are computed for
a number of lattice points N below the minimum has to be rejected. On that way the quality
of the critical coupling extraction again directly depends on the number of lattice points that
can be reached. In Fig. 29 one can see that reliable extrapolations for values below o = 0.88
cannot be obtained for the applied region of lattice points.
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The results were obtained for a number of lattice points, starting with N = 360 until N = 6000
in steps of about 360.
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Figure 29: The energy gap at the Dirac point is plotted against the reciprocal value of N for
coupling values near the critical coupling.

Now the extrapolated results should be investigated and the location of the phase transition
should be identified. For that again a Miransky-Fit has been used to determine the critical
coupling, represented in Fig. 30.
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Figure 30: The extrapolated data has been fitted to the function 6.3 identifying a phase tran-
sition of Miransky-type.
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At the regime near the phase transition, the function from Eq. (6.3) nicely fits the extrapolated
data points. Away from the critical coupling the data points were not reproduced very well,
but of course we only expect the Miransky-type behaviour to be valid near the critical coupling.
For couplings that are large enough (in the symmetry broken regime) one can always find a
point were the expected scaling behaviour is not valid anymore.

The similar behaviour can be deduced from Fig. 31.
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Figure 31: The energy gap at the Dirac point is plotted against the reciprocal value of « for
different sizes of lattice points.

From the described fit, the following fit-parameters were obtained

a = 12.2552 + 0.9661 (7.883%),
b= —1.81546 + 0.04935 (2.718%),
(e = 0.824664 + 0.002075 (0.2516%). (7.41)

As one would expect, a larger coupling constant as in the previous approximation where Fermi-
velocity renormalization has been neglected was extracted. This is due to the change of the
Fermi-velocity renormalization that lowers the effective coupling. This result of o, =~ 0.83 can
be directly compared with the results obtained within the Dirac-cone approximation for a zero
vacuum polarization (II(p) = 0). In Ref. [15] they found a critical coupling of about a, ~ 1.22.
This difference can be explained with the Dyson-Schwinger equations itself, in contrast to
Eq. (5.12) (for the mass renormalization) the equation for the Fermi-velocity renormalization
(Eq. (5.13)) is more sensitive to higher momenta. This is explained in Appendix C in detail
and gives rise to the overestimation of the influence of the Fermi-velocity renormalization in
the Dirac-cone approximation.

In the following the reason for the increased critical coupling and the structure of the Fermi-
velocity renormalization should be investigated. For that the energy dispersion is again plotted
along the high symmetry points for a couple values of a represented in Fig. 32.
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E [K]

Figure 32: The energy in units of the hopping parameter x is illustrated along the high sym-
metry points for different values of a. For a better comparison also the undressed
structure function (bare av = 0) is shown.

In comparison to Fig. 32 one cannot only see an effective shift (caused by the mass renormal-
ization) of the energy dispersion for coupling values above the critical coupling, one can also
observe an enormous change in the form of the dispersion relation. Especially, the slope near
the Dirac points identifies the Fermi-velocity as pointed out in section 2.2 (see Eq. 2.15). Here,
an energy gap for & = 1.0 can be clearly observed but the structural changes can even be
observed for much smaller coupling values.

4 bare -

Figure 33: The several parts of the energy function E = /|®|> + M? are plotted along the high
symmetry points. The mass contribution for the plotted coupling constants smaller
than o = 1.0 are nearly zero.



7.4. RENORMALIZATION OF THE STRUCTURE FUNCTION 57

In Fig. 33 also the two contributions of the energy dispersion (M,|®|) are plotted seperately
(see Eq. (6.7)). Of course the mass renormalization cannot be observed for coupling constants
below the critical coupling. For @ = 1 a mass renormalization was obtained that clearly differs
from zero. Furthermore it can be observed that the mass renormalization has the biggest effect
on the energy dispersion around the Dirac points. A comparison of Fig. 32 and Fig. 33 shows
that e.g. in vicinity of the I'-point the mass renormalization has roughly no influence on the
energy dispersion.

Within the Dirac-cone approximation one would expect a logarithmic behaviour of the Fermi-
velocity renormalization around the Dirac-points. Here the corresponding Fermi-velocity renor-
malization can be calculated analytically (see Appendix C). This effect cannot be observed in
our calculations.

For completeness we again want to have a look on the three dimensional representations to be
sure that we have found a meaningful way of representation by only plotting along the high
symmetry points. For that the energy-momentum relation has been plotted in the broken phase
for « = 1.0 (Fig. 34).

m
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Figure 34: The energy dispersion is shown for the BZ (Basis 2) in the symmetry broken phase
for a = 1.0. The energy is given in units of the hopping parameter .

On the three times larger Brioullin zone (compare with Fig. 17) there are now obviously more
than only two Dirac points. Plotting along the high symmetry points means plotting along
one of the basis vectors in case of Basis 2. This can better be observed in the contour plot of
Fig. 35. This plots has been made for a qualitative understanding for N = 900.
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a=1.0

Figure 35: Fig. 34 has been converted into a contour plot, where the structure of the BZ can
be clearly observed.
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8. Inclusion of Screening Effects

8.1. Partially Screened Potential

In order to obtain a more realistic potential, especially the on-site interaction term has to
be fixed to a reliable value. Until now this term has been calculated from a summation of
all interaction terms in momentum space. It already turns out that this on-site part of the
interaction has a crucial influence on the whole calculation, which is evident from the meaning
of a local repulsion term and the fact that we would naively find a singularity for zero distances
in the Coulomb potential.

In Ref. [11] the Coulomb interaction strength has been investigated on the basis of a constrained
random phase approximation (cRPA). Within this approximation the on-site interaction term
Ugg, the nearest-neighbour interaction term Upyy, the next-nearest-neighbour interaction term
Uopo and the third-nearest-neighbour interaction Uys has been determined. In this model the
screening effects from the high-energy o-bands play an important role, but also screening from
lower orbitals was considered. Screening effects arising from the p,-electrons themselve are not
contained due to avoid double counting. These effects should be taken into account with help
of a momentum dependent screening function (Lindhard screening), analogically to a vacuum
polarization function in QE D5 [16, 15].

The values, worked out in Ref. [I 1] are summarized in the following table.

Uno ‘ Un ‘ Uo2 ‘ Uo3
93¢V [55eV [41eV|3.6eV

Table 1: The Coulomb interaction strength for r < 2a is given, taken from Ref. [I 1] where a
cRPA approach has been applied.

For the long-wavelength part of the potential, a very good agreement with a quite simple ap-
proximation of a thin dielectric film with dielectric function e(k) was found [11].

The corresponding electrostatic potential was elaborated in Ref. [35] and adopted to the situ-
ation of free standing graphene in Ref. [11]. Here a thin dielectric film with a small thickness
d, surrounded by air was assumed. The screening of charge carriers in the middle of the film,
representing the graphene sheet, becomes negligible in the long-wavelegth limit (e¢(k) — 1 for
k — 0), as it should be for any twodimensional material [11]. This delivers the following
momentum dependence of the dielectric function

_lea+l+4+(a-— 1)eHd

e(k) = erer+1— (e —1)ehd (8.1)

with €; being the appropriate dielectric constant and k£ = ]l; |. This model was confirmed by the
cRPA calculations with a very good fit presented in Ref. [11], providing d = 2.8 A and ¢ = 2.4.
This model seems to be also conclusive with regard to the spatial extension of the p.-orbitals
which is of the order of d.

Furthermore in Ref. [I 1] it was pointed out that there is only a slight frequency dependence of
the Coulomb interaction, this is why the static approach should give a good approximation for
the considered energy regime. This nicely supports the basis of our theory.

In Ref. [9] an appropriate potential in position space combining the presented models has been
developed. Here the potential was divided into three regimes, the regime for » < 2a where the
potential is given by the terms of table 1, the intermediate regime for distances between 2a
and 120a, here the potential is obtained with the help of the screening function (Eq. (8.1)) and
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the regime for » > 120a. In the last regime the potential smoothly turns into an unscreened
1/r-potential. The unscreened potential in momentum space (see Eq. (4.8)) and the appropriate
potential in position space (see Eq. (4.8)) were already presented in the previous chapter. The
partially screened potential in position space in the intermediate regime is then given by

V(F) = /]R 2 (;’;Q V (k) e (k) e, (8.2)

The intermediate potential was additionally divided into seperate regions and fitted to an
exponential function:

Vi) = Voo, Vo, Voo, Vos, r<2a (8.3)
= (mz’mi;;w + m3> , r>2a '

where the values for Vp; are simply given by Uy via Vo, = Uy /2w, with o & /137 being the
fine-structure constant, to directly apply our convetions to that of Ref. [9].
The fit parameters for the mentioned regions are shown in table 2 and were exactly taken from

Ref. [9].

mo [eV] vy me [eV] | mg3 [eV]
8a >1r > 2a 9.0380311 | 0.632469 | 144.354 | 62.41496
30a > 1r > 8a 2.0561977 | 0.862664 | 27.8362 | 15.29088
120a > r > 30a | 1.03347891 | 0.990975 0.0 —0.134502
r > 120a 1.0 1.0 0.0 0.0

Table 2: Represented are the fit parameters for the intermediate region fitted to the exponential
function (Eq. (8.3)), taken from Ref. [9].

The parameter m; is given by m; = 1 €V in every region, with the interatomic distance
a =142 A and 107 m = 0.506 eV~!: the units of eV can be simply transferred into the unit
system used until now, where the potential in position space should be given in units of /a to
obtain the DSE’s (Eq. (5.15)) in units of x. The potential that now has to be constructed in
position space is shown in Fig. 36 in comparison to the potential described in the last chapter
(see Eq. (7.31)) along the index 7 indicating the y-axis in position space. A detailed comparison
can be found in [9].

Also in the three dimensional representation (Fig. 37) a slightly change of the potential in
momentum space can be observed. This change has a large effect as it is shown in the next
section.
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Figure 36: For comparison the Coulomb potential (Vapc) from Eq. (7.31) is plotted as well as
the partially screened potential from Eq. (8.3) denoted by Vj. One can observe that
Vi smoothly changes into an unscreened Coulomb potential (Vapc).
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Figure 37: The obtained potential (8.3) is plotted on the complete Brioullin zone for comparison
to Fig. 24.
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8.2. Renormalization

The described potential has been implemented in the calculation and again the DSE’S has been
solved. The finite volume behaviour here was slightly different. For the regime away from the
critical coupling perfect horizontals (see Fig. 38) were obtained instead of sloped lines, here very
good estimations can be already made for N = 360. Of course the situation is rather different
in the near-critical regime, otherwise it would be possible to extract the critical coupling with
much less lattice points.

N
6000 2160 360
I I I
035 R 8858 1= 1= 1= £ T
03 .
’: W 0 0 2 *
=3
= 025 -
0.2 -
a=2.5
a=2.6 —*—
=27 —=—
015 1 1 1 1 1
0 0.0005 0.001 0.0015 0.002 0.0025 0.003
1/N

Figure 38: The energy gap at the Dirac point is plotted against the reciprocal of N. For coupling
constants away from the critical coupling there is almost no change with the volume.
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Figure 39: M(K+) is plotted against the reciprocal number of lattice points for coupling con-
stants in the symmetry broken phase (not close to the critical coupling).
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For lower coupling constants the constant behaviour can only be found for a much larger number
of lattice points (see Fig. 39). This plateau region has to be reached to make a meaningful
extrapolation. For the other values of o one cannot make any statement about the energy gap
for N — oo. As it is shown exemplary for « = 1.9 in Fig. 39.

In Fig. 40 the extrapolated values are again fitted to the function from Eq. (6.3) providing a
scaling behaviour of Miransky type. The result seems to be qualitatively similar to the fit of
Fig. 30.
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Figure 40: The extrapolated data has been fitted to the function from Eq. 6.3 identifying a
phase transition of Miransky-type.

The least-square fit delivers the following fit parameters

a = 3268.77 £ 873.9 (26.74%),
b= —51119+0.2145 (4.196%),
e = 1.46486 + 0.0169 (1.154%). (8.4)

As anticipated a much higher value for the critical coupling was reached, since also the screening
effects lower the effective coupling. But the critical coupling is still well below the limit of the
physically realizable region at about a ~ 2.2.

In Fig. 41 and Fig. 42 again the energy dispersion and the several parts of the energy dispersion
are plotted along the symmetry points of the Brioullin zone (in this zone realized by plotting
against k, or k,). One can qualitatively observe the same effects as in the case where screening
is neglected but only realized at higher couplings a.

Until now the electronic screenig caused by the p, electrons itself were not considered (taking the
Lindhard screening into account). This point might provide an access to critical couplings above
a =~ 2.2 and therefore explain the experimental finding that graphene stays in the semimetal
phase [10].
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Figure 41: The energy function has been plotted along the high symmetry points for different
values of a. The bare energy function is also plotted for a better comparison.

Figure 42: The single parts of the energy dispersion (M, |®|) are plotted along the symmetry
points of the Brioullin zone. For a = 2.5 one can clearly observe a mass gap. The
structure function already changes for much smaller values of . But in comparison
to Fig. 33 also the change of the Fermi-velocity seems to be supressed by the screening
effects, as one would expect.
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9. Conclusion and Outlook

It was shown that the analytically obtained critical coupling can be reproduced with an ade-
quate accuracy within the developed computation scheme in the framework of Dyson-Schwinger
equations by neglecting the Fermi-velocity renormalization. Moreover, a clear indication of the
reliability of the extrapolation procedure to an infinite number of lattice points can be obtained.
Also the typical scaling behaviour which was already verified in Ref. [15] could be confirmed
for the first time on the hexagonal lattice.

In a next step the renormalization of the structure function was included. For that it was
necessary to change to a larger Brioullin zone where a higher resolution in position space can
be reached. Here the elaborated procedure could also be validated on the basis of the analyti-
cal value for the critical coupling (Eq. (6.5)), so the renormalization of the Fermi-velocity was
included.

With the implementation of a more realistic potential (partially screened), based on the inter-
action terms up to third-nearest neighbour interaction determined by a constrained Random
Phase Approximation (cRPA), a critical coupling of about o =~ 1.5 was extracted. By the
inclusion of the described potential (see Eq. (8.3)) we are coming closer to the setup of the
HMC simulations from Ref. [9]. If the Lindhard-function is additionally taken into account it
would be in accordance with HMC calculations if the critical coupling of o ~ 2.2 (marking the
physical limit of a realizable semimetal-insulator phase for suspended graphene) is then passed.
Within this setup (including the Lindhard-function) the same situation as used in the HMC
studies would be built, excepting the static approximation that was made in this work. So, by
taking a nonzero vacuum polarization into account the static approximation can be validated
with the help of a comparison to the results of the HMC calculations [9].

This would be the next step in order to unify the formalism presented in this work with already
existing studies. As already worked out the described procedure has a high potential to reach
beyond the Dirac-cone approximation but it is also able to explore areas that are not accessible
via HMC simulations.

In this work the symmetry breaking (causing the semimetal-insulator phase transition) is only
induced by an asymmtetry of the charge density on the two sublattices (see Hamiltonian (3.1)).
This alternating charge density (generating a Charge Density Wave (CDW) state) breaks the
chiral symmetry down to: U(4) — U(2) x U(2). The same pattern of symmetry breaking
can be caused by an asymmetry regarding the spin density of the system [30, 37](generating a
Spin Density Wave (SDW) state). These two possible realizations of the same phase transition
can be distinguished by their different vacuum alignments [0, 38]. In terms of the Dirac-cone
approximation where a continuous rotational invariance is a consequence of the used assump-
tions, this vacuum alignments cannot be separated. Even in the case of Monte-Carlo methods
the necessary mass term that turns the system to the symmetry broken phase causes a sign
problem [39].

Furthermore, it is supposed that there can be another electronic phase that can be realized in
graphene which is similar to a high-temperature superconductor phase (d-wave superconductor)
which would be of enormous industrial interest. At the introduced M-points (see Fig. 4), being
van-Hove singularities from a solid-state physical point of view (where the density of states
diverges), the electron conduction changes to a hole conduction. So the control parameter to
generate this kind of phase transition would be the chemical potential (regulating the relation
between electrons and holes). If the chemical potential passes the van-Hove singularity a so
called Lifshitz transition [10] is expected. Here the region of relativistic excitations is seperated
from the region of non-relativistic excitations.
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Also the investigation of this phase transition would be possible within the presented frame-
work. Considering the Lifshitz transition the HMC calculations are as well confronted with a
sign problem. Moreover with the presented Dyson-Schwinger method it is possible to reach
much higher ranges of volumina and one can therefore provide a promising investigation of
the finite volume behaviour and scaling effects themselves. Finally one has to think about the
physical realization of the phase transition that might be excluded experimentally as well as
theoretically (e.g. in the case of the semimetal-insulator phase). But graphene can be modified
mechanically, chemically or for example by an external influence (e.g. a magnetic field). So one
has to examine the different possibilities and decide with which modification the system can
be turned into the broken phase most efficiently. This work is regarded as the basis for the
described widely ranged possibilities of an application of the developed methods.
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A. Tight-Binding Model

Three of the four valence electrons of a single carbon atom form strong covalent o-bonds in
terms of an sp?-hybridization of the atomic orbitals [6]. Based on the idea that these electrons,
producing the honeycomb lattice, are not essentially contributing to the electronic properties
of graphene, we only consider the remaining electron of the p,-orbital. These electron orbitals
are arranged perpendicular to the graphene plane forming a m-orbital with weak overlap and
could be treated in a tight-binding approach.

The ansatz of the wavefunction 1 for the graphene sheet in the tight-binding model is generally
based on a linear combination of atomic orbitals (LCAQO). In the case of graphene this reduces
to the wavefunction of the 2p,-orbital x(7) that satisfies the Schrédinger equation for a single
carbon atom. Moreover the wavefunction in the tight-binding approximation has to agree with
Bloch’s theorem in terms of periodicity [11]. That leads to

Yv=awpatPps (A1)
with

pa= YA (7 —7)
YB = ZBGWB X(7—7B)

for the two-component basis with 74 describing the position vectors of the sublattice A and 75
respectively. So, for now the Schrodinger equation for an electron in the graphene sheet on the
position R should be considered:

+ Z VF-R)=H,z+ Y V(i—R)=H, ;+ AVz(7). (A.2)
RI+R
By multiplying the Schr('jdinger equation with ¢4 and ¢pg respectively and integrating over the
crystal area as defined by the variational principle (here denoted by [dr), one can solve the
system of equations for their Eigenvalues E..
Assuming, within the meaning of tight-binding, that the overlap between adjacent wavefunc-
tions is zero

[ = Fax (7 = T)dr =0, (A.3)
leads to the Eigenvalue problem [I]
Hyy Hi o (6%
=F . A4
(Hm H22> <5> <5> (A.4)
Since Hy; = Hyy and His = Ho for reasons of symmetry (PT-symmetry [0]) we obtain

E:Hlli HH12H (AS)

for the energy states of the tightly bonded graphene sheet.
The single entries of the matrix are given by the following expressions [1]:

Hy, = N Z e~ k(Fa- TA’)/X (7" —Ta)HX (T — Tar), (A.6)
ALA!
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1 S L. S
Hiy = 3 3 e KO [0 (7 P HX(F = 7). (A7)
A,B

where N is the number of unit cells in the crystal.

For now, the six nearest neighbours of the sublattice A (p,) and the three nearest neighbours
of the sublattice B (4,,) should be taken into account.

With the ground state of a single carbon atom (which only appears in Hy;)

By = [ X'(7) oy X(7) dr (A.8)

and the hopping parameters for the respective sublattices

W= = [ X(F= ) AV x(P) dr (A.9)

k== [ X(7= 5.) AVR() x(7) dr (A.10)

the following dispersion relation [1] is obtained:

Ex(k) = Eo % ry/¢2(k) — & (¢*(k) - 3) (A.11)

with the structure function

(k) =3 et = (A.12)

n=1 K
and
6(K)|? =3+ 2 cos(V/3kya) + 4 cos (?kw) cos <3kwa> . (A.13)

For simplification we will only take the nearest neighbour interaction into account (k' = 0) but
should keep in mind that the inclusion of the next nearest neighbour potentials would lead to
a break of particle hole symmetry (see Eq. (A.11)).

By the introduction of the common notation in second quantization, the wavefunction is given

by
)= Z(x eiEFAa”O) + Zﬂ eiEFBbHO) (A.14)
A B

where a' and b are the abstract creation operators for electrons of the sublattice A and B
respectively. They have to satisfy the usual anticommutator relations for fermions with the
associated annihilation operators a and b:

{ci,e;} ={cl.cf} =0 {ci,cl} =8y with c € {a,b}. (A.15)
With that it can be easily recomputed that the Hamilton operator in second quantization
H=—rY alb;+bla (A.16)
<iyj>

leads to the same Eigenvalue problem [11]:
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[y 2)6)-20) A1)

where the energy FEj is set to zero and the next nearest neighbour potentials are neglected
(k' = 0). The crucial information is again contained in the coordination between the lattice
sites since the structure function depends on the momentum and therefore changes the energy-
momentum relation.
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B. Conventions and Relations

The free Hamilton operator from Eq. (3.1) has been constructed in the 2 x 2 dimensional
sublattice space. Consequently the operators can be represented by the usual Pauli matrices

0 1 0 —i 1 0
”1:<1 0) “2:<i 0> ”3:<0 —1) (B.1)

indicating the sublattice space. To come closer to a quantum field theoretical representation of
the fermion propagator the description by the following Dirac matrices is introduced:

Yo = 03, Y1 = 03 01, Y2 = 03 02, (B-Q)

that are satisfying the Clifford algebra {~,,7,} = 2g,, with

1 0 0
gw =10 -1 0 (B.3)
0 0 -1

of the two-dimensional sublattice space belonging to the pseudospin degree of freedom. In
matrix notation they are given by:

Yo = (é _01> 5 "= <(1) _01> ) Yo = <£)1 Bl> : (B.4)
B.1. Basis 1

Basis vectors in position space:

61:

N
VR
“ &
~—
St
|
o |

. <ﬁ> . (B.5)
-3
Basis vectors in momentum space:

A <\/§> , by = 27 <\/§> . (B.6)

3a

Unit cell area in position space:

3v/3a>
AZ = |ay % @] = \/2_(1 | (B.7)
Area of the Brillouin zone: )
BZ = |b; X by| = ) B.8
bl = 5 (B3
Next nearest neighbours:
- dp — Oy > dy + 2ds - 201 + da
1 3 3 2 3 ) 3 3 ( )

With the discretized momentum vector and position vector

L1 - .
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one finds the corresponding strucure function:
5. - - -
o = 3 €00 — (BN B mom) S mtn), (B.11)
n=1
This leads to the following symmetries:
¢mn = ¢m+Nn+N: Qbmn = Qb}kV—mN—m ¢mn = szma — gbmn = ¢N—mN—n7 (B-12)
but
qun 7£ ¢m+Nn> ¢mn 7é ¢mn+N'
B.2. Basis 2
Basis vectors in position space:
. 0 S a 3
ap =a <1> s a9 — 5 <\_/;> . (BlS)
Basis vectors in momentum space:
- 2 o
b= 2T (V3Y) 5= 4™ (V3) (B.14)
3a \ 3 3a \ 0
Unit cell area in position space:
3 2
AZ = |d@) X @] = 2“ (B.15)
Area of the Brillouin zone: o2
- o s
BZ =|by X by| = ——. B.16
bl = 2 (.16
Next nearest neighbours:
gl - 61, 52 - 53 - —(61 -+ 62) (Bl?)
With the discretized momentum vector and position vector
- 1 - - L -
k::N(m by +n by), F'=1d, + j do, (B.18)
the corresponding strucure function is obtained:
s 2 = S (m+n)
¢mnzz eon = @3N L e3N" 4 BN VTV (Blg)
n=1
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This leads to the following symmetries:

¢mn = ¢m+Nn+Na ¢mn = Qﬁ\f—m]\f—na (bmn = ¢nm7 (B-QO)

and

¢mn 7& ¢m+Nn7 ¢mn 7é ¢mn+N'
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C. Comparison to the Dirac-cone Approximation

The results that were obtained in the ansatz without low-energy approximation smoothly dis-
agree with the results from calculations in the Dirac-cone approximation [15]. To understand
the differences we just want to compare the solved Dyson-Schwinger equations in our truncation
with the Dyson-Schwinger equations from the Dirac-cone approximation.

In the radial symmetric ansatz of the Dirac-cone approximation one gets the following Dyson-
Schwinger equations for the mass renormalization function A(p) and the Fermi-velocity renor-
malization function A(p) [15].

dw d*k A(k) R
—AmiDe(iw, P — 1
=y [Ty TR T Ay | miPolie P k) (C-1)
dw &k 7k A(k) L

The Dyson-Schwinger equations shown in this work (deduced from a more general ansatz) can
be written as

dw d2k; M(E) -

M(p) = us + owf/ o 1 B 1 BAR) - (D) [—4miDe(iw, p — k)], (C.3)
dw d?k B(k) e

B(p) = b(p) + owf/ D 2 L BB 0 [—47miDe(iw, p — k). (CA4)

Here ®(k) = B, (k) —iBy(k) is a complex function taking the renormalization of the whole band
structure into account. By the following ansatz in terms of the Dirac-cone approximation, the
Dyson-Schwinger equations can be converted into each other:

b(p) — s, B(q) — vrGA(g). (C.5)
In this Appendix bifurcation theory should be applied on the considered DSE’s from Eq. (C.3)
and Eq. (C.4) analogically to the investigation of Eq. (C.2) and Eq. (C.1) from Ref. [15]. Here

an expansion in leading order of the mass renormalization function has been made (A(p) =
M (p) = 0). This approach becomes exact at the critical point. The corresponding linearized

equations within the low energy approximation are given by (see Ref. [15])
e 1 A(k)
Alp) = & / 2r — 2 C.6
=5 [ ()
k1
A —1+—/d2k—7ﬁ, C7

with the vacuum polarization being neglected. The second integral can be solved analytically
and leads to the common logarithmic behaviour of the Fermi-velocity renormalization, that
could not be recomputed in the framework of our approximation.

The linearized equations of the more general approach read

1 M(K)
17— k| |B(k)|

(0%

M(m:§/d2k

(C.8)
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B(p) = bp) + o [ &k LBk C.9
P =0+ 5 [P — k| |B(k)| ()
So, in the case of no Fermi-velocity renormalization the equations for the mass function renor-
malization becomes equal near the Dirac points (the influence of higher momenta is suppressed
in this equation). In the second equation the Fermi-velocity renormalization function remains
in the integrand and thus the integral can not be solved analytically anymore. This equation
is obviously more sensitive to the higher momenta regime (compare Eq. (C.6) and Eq. (C.7)).
So the conclusion of this consideration is that there is no need to expect the same results as
obtained from a radial symmetric (if a possible velocity renormalization is included) approach
and there is no reason to expect a logarithmic behaviour of the Fermi-velocity renormalization
since higher momenta become more important if the Fermi-velocity renormalization is taken
into account.
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D. Fourier Transform and Convolution Theorem

In the whole work the two-dimensional Fourier transform is defined as

FO) =70 = [ e ™ 1) D)
fR)=F(f) = [ dre™ f@ (D2)

and can be discretized by using

Tij = iy + jdy (D.3)

- mgl + ngg
kpp = ————— D.4
N (D.4)

and Jil;j = 2md;j. So, for the discrete Fourier transform, we get

7r1

- BZ
1)~ ) 2N2 Z (2m)?

B)m AZ Y e R mtin) f(7)) = AZ Fp(fy), (D.6)

(im—+jn) f( ) _

b (frun), (D.5)

with AZ - BZ = (2m)?. The discrete transform is abbreviated by Fp and exactly equates to
what we are numerically calculating with several libraries.
The representation of the discrete Fourier transforms are given by

Fo= 5z 2 RO (k) = Fo'(fo) (D.7)

Fon =32 " RO f(755) = Fo(fi) (D8)

and are usually used in this work.

For a better understanding of the convolution theorem we want to take a look on the inte-
gral directly contained in the DSE’s (see Eq. (5.27))

/dg’w};’— ) x(7) = /d(j (/ di V(7) e iF-07 (/ 4 3() e—iq”ﬂ‘) (D.9)

It was shown that the convolution contained in the DSE’s can be written as a Fourier transform
of the position space representations of the functions. Analogically this can be calculated for
the discrete case but would probably be more confusing.
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E. Discrete Potential

Here we want to investigate the different types of interaction introduced in 4.1.1. In position
space we have

I
<

:fl

Va )i+ as=0 = V(755)| i45)%3=0,
VB

VaB
VBa

5 — O a1 = V(i) | iriyaos

(E.1)
J)‘ (i+4)%3=1 = V(rw)’(iﬂ')%?):b

I
<
:il 31

(7) = V(
(7) = V(
(7) =V
( (7

3333

V iy — 5)|(z+g %3=0 — V<ﬁj)‘(i+j)%3:27

since the potential only depends on the distance, the shift of 5 (indicating one of the three
nearest neighbour vectors) can be absorbed in the restriction of ¢ and j.
For the potential in momentum space we find the following relations

Va(k) = > V(E)lspmsm e =D V(i) e

FeG FeA
= Z V;; e w (mtin) (E.2)
(i+7)%3=0

= Vi (k)
and

- .7

Vas(k) = 3 V(7)o e R~ >V + 8)ls=o €
’"*T—‘ST;? ik TGGH;S 2 (E.3)
=Y V() arpms=o e = e Va(k).

FeG
for the potential in momentum space.
Similarly we find

Vaa(k) = e V(). (E.4)

That exactly agrees with the required symmetry transformations from Eq. (7.12) but has not
been numerically included in our calculation yet.
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meinen Bestimmungen fiir modularisierte Studiengénge dulde ich eine Uberpriifung der Thesis
mittels Anti-Plagiatssoftware.

Ort, Datum Unterschrift
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