
Lattice Simulations of two-color QCD
at finite density

Gittersimulationen der QCD
mit zwei Farben bei endlicher Dichte

Master-Thesis

vorgelegt beim

Fachbereich 07
Mathematik und Informatik, Physik, Geographie

von

Jonas Wilhelm

25.08.2016

Erstgutachter: Prof. Dr. Lorenz von Smekal
Zweitgutachter: Prof. Dr. Christian Fischer
Institut für Theoretische Physik
Justus-Liebig-Universität Gießen





Abstract

We study two-color QCD at finite density by employing lattice simulations. For this,
we can apply importance sampling Monte Carlo techniques, as the sign problem is
not present in SU(2) lattice gauge theories at finite Baryon chemical potential. To
observe the spontaneous symmetry breaking of quark number conservation, we have
to introduce an explicit diquark source term into the lattice action. The possibility
to reduce the number of dynamical quark flavors in lattice simulations by employing
real pseudofermions is probed. Finally, we use rooted staggered quarks and reduce
to Nf = 2 continuum quark flavors. For suppressing the artificial bulk phase, we
utilize an improved gauge action and simulate at a larger gauge coupling than ear-
lier lattice studies [1]. The chiral condensate, the diquark condensate and the quark
number density are measured in dependence of the chemical potential. We find a
large influence of UV-divergent terms on the chiral condensate, thus we need to
perform an additive renormalization. Furthermore, the spectrum of the Goldstone
modes at finite density is investigated. We compare our numerical results from lat-
tice simulations to the predictions of leading order chiral perturbation theory.

Zusammenfassung

Wir untersuchen Zwei-Farb QCD bei endlicher Dichte mittels Gittersimulationen.
Dazu können wir Monte-Carlo-Methoden anwenden, da das Vorzeichenproblem in
SU(2) Gittertheorien bei endlichem baryonischen chemischen Potential nicht ex-
istiert. Um die spontane Symmetriebrechung der Quarkzahlerhaltung zu beobachten,
müssen wir eine explizite Diquarkquelle in die Gitterwirkung einführen. Die Möglichkeit
die Anzahl der dynamischen Quarks in Gittersimulationen zu reduzieren, indem
reelle Pseudofermionen benutzt werden, wird getestet. Letztendlich benutzen wir
Rooted-Staggered-Quarks und reduzieren zu Nf = 2 kontinuum Quarks. Zur Un-
terdrückung der künstlichen Bulkphase benutzen wir eine verbesserte Eichwirkung
und simulieren bei einer größeren Eichkopplung als frühere Gittersimulationen [1].
Das chirale Kondensat, das Diquarkkondensat und die Quarkzahldichte werden
in Abhängigkeit zum chemischen Potential gemessen. Wir beobachten eine große
Beeinflussung des chiralen Kondensates durch UV-divergierende Beiträge, daher
muss eine additive Renormierung durchgeführt werden. Weiterhin wird das Spek-
trum der Goldstone-Moden bei endlicher Dichte untersucht. Wir vergleichen un-
sere numerischen Ergebnisse aus Gittersimulation mit den Vorhersagen der chiralen
Störungstheorie in niedrigster Ordnung.
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1. Introduction

This master thesis investigates the phase diagram of Quantum Chromodynamics
(QCD), which is the field theory of the strong force, describing the interactions
of quarks and gluons. In general, the gauge group of QCD is SU(Nc), which is
non-abelian and hence self-interactions of the gluons arise, effecting the prominent
property of QCD that the beta function for the gauge coupling is negative [2]. This
leads on the one hand to asymptotic freedom at large energy scales, where the gauge
coupling becomes small. In this regime the color-charged quarks are free and not
bound into hadrons. On the other hand at low energy scales the gauge coupling
becomes large, resulting in a strong coupling of quarks and gluons. This regime is
associated with the so-called confinement, where all quarks are bound into hadrons,
so that only color-neutral objects exist. The regime of confinement is associated
with a hadron and nuclear matter phase whereas the regime of asymptotic freedom
is associated with a quark-gluon plasma (QGP) phase at high temperature and a
color superconducting phase at low temperature. The color superconducting phase is
indicated by the pairing of quarks, leading to a non-vanishing diquark condensate.
Figure (1.1) shows an overview of the QCD phase diagram, which illustrates the
dependence of the phase of quark matter on the temperature and the density.

Figure 1.1.: An overview of the QCD phase diagram. The blue arrow sketches
the expansion of the early Universe. The green arrow shows the path
through the phase diagram during a heavy ion collision. [3]

In the regime of asymptotic freedom calculations using perturbative expansions can
be done as the gauge coupling is small. However, for the study of hadrons and



1. Introduction

confinement non-perturbative methods are needed, as for large gauge couplings per-
turbative expansions are not meaningful. A method for the non-perturbative cal-
culation of observables from QCD based on the path-integral formalism is lattice
QCD, which is our method of choice. In lattice QCD integrals are approximated
with Monte Carlo methods, and the action is discretized onto a discrete space-time
lattice. We will give an introduction to the basic concepts of lattice QCD in section
{2}. Then, we will show the formalism of staggered fermions in section {3}, which
are especially cheap for numerical calculations, as the action for staggered fermions
is diagonal in Dirac space, and present the Hybrid Monte Carlo (HMC) algorithm
for numerical calculations in section {4}. It will be shown in section {2.5.2}, that
the path-integral of the fermions is given by the so-called fermion determinant. To
investigate the phase diagram of QCD, we need to introduce a non-vanishing tem-
perature as well as a quark chemical potential (see section {5}), where the latter
leads to a matter-antimatter asymmetry. On the lattice a quark chemical potential
is easily included with the help of an external temporal abelian gauge field. Un-
fortunately, this leads to the so-called sign problem for Nc = 3, which causes the
importance sampling used in Monte Carlo methods to be ill-defined as explained in
section {5.3}. To overcome this problem, we restrict our numerical calculations to
Nc = 2, in contrary to the physical three color QCD. Including only two colors into
the theory avoids the sign problem due to the pseudo-reality of the SU(2) gauge
group [4]. For the theoretical derivations and overviews, we will use the general
gauge group SU(Nc) and only reduce to SU(2) when necessary. Lattice QCD al-
lows us to study different phase transitions of QCD, like the deconfinement phase
transition and the chiral transition, indicated by a non-vanishing Polyakov loop and
chiral condensate, respectively [5]. In this master thesis, we want to observe the
color superconductor phase through measuring the diquark condensate on the lat-
tice. Notice that in two-color QCD the diquarks do not carry a net color, so that this
phase is a superfluid phase in our simulations. The transition to a phase with a non-
vanishing diquark condensate will cause a spontaneous breakdown of quark number
conservation. To be able to observe this on the lattice, we need to include a diquark
source term in the fermion action and later extrapolate the results back to vanishing
diquark source to achieve the physical situation. The inclusion of a diquark source
term into the theory is shown in section {6}. We consider the symmetries and the
pattern of symmetry breaking of the resulting lattice action in section {7}. The
measurement of the masses of the Goldstone modes in dependence of the chemical
potential is explained in section {8}. With the knowledge of the pattern of sym-
metry breaking on the lattice, we can find the continuum theory obeying the same
pattern and apply leading order chiral perturbation theory to it, see section {9}.
This gives us predictions for the chiral and diquark condensate, the quark number
density and the Goldstone spectrum, which we can fit to our numerical data. Pre-
vious calculations showed [6][7][8], that two-color QCD exhibits the properties of
diquark condensation as well as having color confinement, hence an investigation of
this theory seems justified and one hopes that results and predictions will be close
to the physical three color QCD.
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2. The Framework of Lattice QCD

In this section, we will show how to describe QCD on a discrete four dimensional
space-time lattice

Λ = {n = (n1, n2, n3, n4) |
ni = 0, 1, 2, .., Ns − 1, i = 1, 2, 3; n4 = 0, 1, 2, ..., Nt − 1}

(2.0.1)

where integers are used to label the lattice points n [5][9]. The physical space-
time points x can be calculated by multiplying the integer points n with the lattice
spacing a: x = an. First, the fermionic part will be inspected, giving a naive
discretization of the fermion action and introducing the gluon fields as gauge fields
on the lattice. Then, an action for the gluons is constructed from the requirement
of gauge invariance. A first overview of how to measure observables by calculating
the QCD path integral on the lattice will be given. The order parameter of the
deconfinement phase transition will be introduced and the artificial bulk phase will
be discussed.

2.1. Naive Discretization of the Fermion Action

The free Euclidean continuum fermion action for a single quark flavor is given by

S0
F [ψ, ψ̄] =

∫
d4x ψ̄(x) (γµ∂µ +m) ψ(x) . (2.1.1)

To get the lattice equivalent of this action, one has to replace the integral over the
whole space-time by a sum over the discrete lattice points n ∈ Λ. The fermion fields
get evaluated at the lattice points only, giving a 4Nc dimensional vector for ψ(n) and
ψ̄(n) at every n ∈ Λ. At last, one needs to discretize the derivative of the fermion
field. This can be done, for example, by the midpoint difference

∂µψ(n)→ ∆µψ(n) =
ψ(n+ µ̂)− ψ(n− µ̂)

2a
, (2.1.2)

where µ̂ is a unit vector in µ-direction. Putting all together one obtains the naive
discretization of the free fermion action

S0
F [ψ, ψ̄] = a4

∑
n∈Λ

ψ̄(n)

 4∑
µ=1

γµ
ψ(n+ µ̂)− ψ(n− µ̂)

2a
+m ψ(n)

 . (2.1.3)
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As in the continuum, we require the action to be invariant under gauge-transformation,
where for the gauge-transformation a SU(Nc) element Ω(n) at every lattice point
n ∈ Λ is used. The fermion fields transform like

ψ(n)→ ψ′(n) = Ω(n) ψ(n) (2.1.4)

ψ̄(n)→ ψ̄′(n) = ψ̄(n) Ω(n)† . (2.1.5)

It is easy to see that the mass term is invariant, but the derivative term is not

ψ̄(n)ψ(n+ µ̂)→ ψ̄′(n)ψ′(n+ µ̂) = ψ̄(n) Ω(n)†Ω(n+ µ̂) ψ(n+ µ̂) . (2.1.6)

To ensure the gauge-invariance of the derivative, one introduces directional fields
Uµ(n) represented by a SU(Nc) matrix at every lattice point in each direction.
Defining the gauge transformation of this fields to be

Uµ(n)→ U ′µ(n) = Ω(n) Uµ(n) Ω(n+ µ̂)† , (2.1.7)

the terms ψ̄(n)Uµ(n)ψ(n+ µ̂) and ψ̄(n)Uµ(n− µ̂)†ψ(n− µ̂) become invariant. The
fields Uµ(n) are called link-variables, as they connect two lattice points through their
directional character and represent the gluon fields on the lattice. On the lattice the
gluon fields are SU(Nc) group elements, where in the continuum the gauge field is
represented by elements of the Lie algebra su(Nc). The relation between the lattice
link-variables and the continuum gluon fields will be shown in section (2.3). One also
defines link-variables oriented in negative direction through hermitian conjugation
of the positive oriented link-variable

U−µ(n) ≡ Uµ(n− µ̂)† . (2.1.8)

Now, the gauge invariant naive fermion action including the interactions with the
gluon fields is given by

SF [ψ, ψ̄, U ] = a4
∑
n∈Λ

ψ̄(n)

 4∑
µ=1

γµ
Uµ(n)ψ(n+ µ̂)− U−µ(n)ψ(n− µ̂)

2a
+m ψ(n)

 .

(2.1.9)
In appendix (A.2) it is shown that one recovers the form of the continuum action
by taking the naive continuum limit a → 0, for which results from section {2.3}
are needed. Unfortunately, this naive action has the problem of actually describing
sixteen fermions instead of one. This can be seen by calculating the propagator in
momentum space. The propagator of a fermion is given by the inverse of the Dirac
operator. For the naive action the Dirac operator reads

D(n|m) =

4∑
µ=1

γµ
δm,n+µ̂ − δm,n−µ̂

2a
+m δn,m . (2.1.10)
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2.2. Wilson Fermions

Calculating the Fourier-transform, one ends up with

D̃(p|q) =
1

|Λ|
∑
n,m∈Λ

e−ip·na D(n|m) eiq·ma

=
1

|Λ|
∑
n,m∈Λ

e−i(p−q)·na

 4∑
µ=1

γµ
eiqµa − e−iqµa

2a
+m I


= δ(p− q) D̃(p)

(2.1.11)

=⇒ D̃(p) = m I +
i

a

4∑
µ=1

γµ sin(pµa) , (2.1.12)

where |Λ| is the total number of lattice points. Finally, the propagator in momentum
space is given by

1

a
S(p) =

i 4∑
µ=1

γµ sin(pµa) +ma I

−1

=
−i
∑4

µ=1 γµ sin(pµa) +ma I∑4
µ=1 sin2(pµa) + (ma)2

. (2.1.13)

It is easy to see that the massless propagator has a pole at each corner of the
Brillouin zone given by ap = {(0, 0, 0, 0), (π, 0, 0, 0), (0, π, 0, 0), ..., (π, π, π, π)}. Thus,
the naive action describes sixteen fermions instead of one. The additional fermions
are so-called doublers. A way to avoid the doublers was introduced by Wilson, which
is explained in the next section.

2.2. Wilson Fermions

To avoid the doublers, Wilson introduced a second-derivative like operator which
alters the dispersion relation by lifting the masses of the doublers but still leaving
one low energy solution. A second derivative can be discretized as

∂2
µψ(n)→ ∆2

µψ(n) =
ψ(n+ µ̂)− 2ψ(n) + ψ(n− µ̂)

a2
(2.2.1)

and hence the additional term proposed by Wilson reads [10]

SW [ψ, ψ̄, U ] = −ra
5

2

∑
n∈Λ,µ

ψ̄(n)
Uµ(n)ψ(n+ µ̂)− 2ψ(n) + Uµ(n− µ̂)ψ(n− µ̂)

a2
.

(2.2.2)

The additional parameter r tunes the effect of this operator. Being proportional to
the lattice spacing a, this term vanishes in the naive continuum limit a→ 0. Adding

9



2. The Framework of Lattice QCD

it to the naive action (2.1.9) and calculating the free propagator, one ends up with
[11]

1

a
S(p) =

−i
∑4

µ=1 γµ sin(pµa) +ma I− r
∑4

µ=1 (cos(pµa)− 1)∑4
µ=1 sin2(pµa) +

[
ma− r

∑4
µ=1 (cos(pµa)− 1)

]2 . (2.2.3)

This propagator still has a large contribution for apµ = (0, 0, 0, 0), but the masses
of the doublers get lifted according to

mdoubler = m+
2r

a
· k , (2.2.4)

where k is the number of components of pµ equal to π
a . Therefore, in the limit

a→ 0 the doubler become very heavy and only the physical pole for apµ = (0, 0, 0, 0)
remains. Often the Wilson action is written by introducing the hopping parameter
κ = 1

2(ma+4r) and rescaling the fields according to ψ → 1√
2aκ

ψ, one ends up with

S[ψ, ψ̄, U ] = a4
∑
n∈Λ

[ψ̄(n) ψ(n)

− κ ψ̄(n)
4∑

µ=1

((r − γµ)Uµ(n)ψ(n+ µ̂) + (r + γµ)U−µ(n)ψ(n− µ̂))] .

(2.2.5)

Usually the parameter r is set equal to one. The Wilson action (2.2.5) is gauge-
invariant and doubler free, but being a mass term the second-derivative like term
explicitly breaks chiral symmetry, even in the case of massless fermions. See section
{3.3} for an introduction to chiral symmetry. The problem of breaking chiral sym-
metry while removing the doublers is a fundamental problem of lattice QCD known
as the Nielsen-Ninomiya theorem, which states that one can not have a chiral and
doubler free action at the same time (see [5] and references therein). We stress
that the second-derivative like term can formally be introduced from the continuum
through a so-called isospectral transformation, which is a spectrum-conserving redef-
inition of the fermion fields. Higher order operators introduced through isospectral
transformations can be used to reduce the discretization errors of the lattice action
[11][12].

2.3. The Connection between the Link Variables and the
Continuum Gauge Fields

Before we construct a gauge action for the gluons, we point out the connection be-
tween the group-valued link variables and the algebra-valued continuum gauge fields.
The link variables connect two lattice sites and ensure gauge-invariance of products
of two fermion fields at different lattice sites. In analogy, one can define gauge

10
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transporters in the continuum theory with a transformation property according to
[13]

G(x, y)→ G′(x, y) = Ω(x) G(x, y) Ω(y)† . (2.3.1)

They are called gauge transporters as they ensure that ψ(y) and G(y, x)ψ(x) trans-
form the same way under gauge transformations. Again, they are SU(Nc) group-
valued and have the property G(y, y) = I. Being unitary matrices, the gauge trans-
porters can be expanded by hermitian matrices around G = I, leading to

G(x+ dxµ, x) = I + i Aiµ(x)T idxµ +O(ε2) , (2.3.2)

where the continuum gluon fields are given by Aµ(x) = Aiµ(x)T i with T i the her-
mitian generators of the group SU(Nc). By using products of infinitesimal gauge
transporters, one can build up the gauge transporter between arbitrary space time
points x and y according to 1

G(y, x) =
∏
i

Gi = P exp

i y∫
x

Aµ(x)dxµ

 , (2.3.3)

with the infinitesimal gauge transporters given by

Gi = 1 + i

xi+εi∫
xi

Aµ(x)dxµ . (2.3.4)

The path-ordering ensures the right order of the gauge fields during the gauge trans-
port. Thus, one identifies the link variables on the lattice as discrete versions of the
gauge transporters according to [10]

Uµ(n) = exp

(
ia Aµ

(
n+

µ̂

2

))
. (2.3.5)

The integral in the exponential of the gauge transporter got approximated by the
midpoint rule. Through the path-ordering the links in negative direction are readily
defined as

U−µ(n) = exp

(
−ia Aµ

(
n− µ̂

2

))
= Uµ(n− µ̂)† . (2.3.6)

Having this connection, one can calculate the continuum limit of the naive fermion
action, which is done in appendix {A.2}.

1ex = limn→∞(1 + x
n
)n

11



2. The Framework of Lattice QCD

2.4. Wilson Gauge Action

Having found the relation between the link variables and the continuum gauge fields,
one can build up a gauge action on the lattice, which, like the fermion action, has to
approach the continuum gauge action in the naive continuum limit a → 0. Again,
The gauge action is required to be gauge invariant. Using the gauge transformations
of the fermion fields (2.1.4),(2.1.5) and of the link variables (2.1.7), one finds that
there are two possibilities to build up gauge invariant objects on the lattice [5]:

1. Two quark fields connected by a path-ordered product of link variables:

ψ̄(n0)

 ∏
(n,µ)∈P

Uµ(n)

ψ(n1) (2.4.1)

2. The trace of a closed loop of link variables:

tr

 ∏
(n,µ)∈L

Uµ(n)

 (2.4.2)

Closed loops of link variables are so-called Wilson loops. The simplest Wilson loop
is the 1× 1 plaquette

Pµν(n) = Uµ(n) Uν(n+ µ̂) Uµ(n+ ν̂)† Uν(n)†

= eiaAµ(n+ µ̂
2

) eiaAν(n+µ̂+ ν̂
2

) e−iaAµ(n+ν̂+ µ̂
2

) e−iaAν(n+ ν̂
2

) ,
(2.4.3)

illustrated in figure (2.1). By using the Baker-Campbell-Hausdorff formula

eA eB = eA+B+ 1
2

[A,B] (2.4.4)

and Taylor expansions for the gluon fields, it can be expressed as

Pµν(n) = eia
2Fµν(n)+O(a3) . (2.4.5)

From this it is easy to see that a lattice gauge gauge action, first proposed by Wilson,
can be constructed like

SG[U ] =
2Nc

g2

∑
n∈Λ

∑
µ>ν

(
1− 1

Nc
Re tr (Pµν)

)
. (2.4.6)

It can be expanded like

SG[U ] =
a4

2g2

∑
n∈Λ

[∑
µ,ν

tr
[
Fµν(n)2

]
+ O

(
a2
)]

(2.4.7)

12



2.5. The QCD Path Integral on the Lattice

and therefore has the right continuum limit (remember that a4
∑

n∈Λ →
∫
d4x).

Usually, the prefactor of the action is combined to the inverse coupling β = 2Nc
g2 .

It is important to mention, that the Wilson gauge action (2.4.6) is not unique and
larger Wilson loops can be used to reduce discretization errors. For example, the
discretization error of O(a2) of the Wilson gauge action can be reduced to O(a4) by
using additional rectangular loops like

Rµν(n) = Uν(n) Uµ(n+ ν̂) Uµ(n+ µ̂+ ν̂) Uν(n+ 2µ̂)† Uµ(n+ µ̂)† Uµ(n)† ,
(2.4.8)

shown in figure (2.2). Defining the relations

P̃µν = 1− 1

Nc
Re tr(Pµν) (2.4.9)

R̃µν = 1− 1

Nc
Re tr(Rµν) (2.4.10)

an improved gauge action with discretization errors starting at O(a4) can be written
as [14]

SimpG [U ] = β
∑
n∈Λ

∑
µ>ν

(
5P̃µν

3
− R̃µν + R̃νµ

12

)
. (2.4.11)

M. Lüscher and P. Weisz showed an elegant way to calculate the continuum limits
of even more different loops of link-variables and how their coefficients have to be
chosen for an improved action, leading to Symanzik’s tree-improved action [15].

n n+ µ̂

n+ µ̂+ ν̂n+ ν̂

Uµ(n)

Uν(n+ µ̂)

U †µ(n+ ν̂)

U †ν (n)

Figure 2.1.: The Plaquette Pµν .

n n+ µ̂

n+ µ̂+ ν̂n+ ν̂ n+ 2µ̂+ ν̂

n+ 2µ̂

Uν(n)

Uµ(n+ ν̂) Uµ(n+ µ̂+ ν̂)

U †ν (n+ 2µ̂)

U †µ(n+ µ̂)U †µ(n)

Figure 2.2.: The Rectangle Rµν .

2.5. The QCD Path Integral on the Lattice

In lattice QCD the values of physical observables are obtained by calculating the
expectation value of the associated operators using the lattice path integral. The
fundamental degrees of freedom are the quark fields ψ(n) and ψ̄(n) and the gluon

13



2. The Framework of Lattice QCD

fields represented by link variables Uµ(n). Hence for the lattice path integral, one
has to integrate over all configurations of quark fields and link variables, and the
partition function reads [5]

Z =

∫
D[U ]D[ψ, ψ̄] e−SF [ψ,ψ̄,U ]−SG[U ] , (2.5.1)

so that the expectation values of an operator O is calculated according to

〈O〉 =
1

Z

∫
D[U ]D[ψ, ψ̄] O[ψ, ψ̄, U ] e−SF [ψ,ψ̄,U ]−SG[U ] . (2.5.2)

The integration measures of the link variables and the fermion fields are introduced
in the next sections. Numerical methods for the calculation of expectation values
are shown in section {4}.

2.5.1. Haar Measure

The integral measure of the link variables in lattice QCD is defined as the product
of all measures for the individual link variables∫

D[U ] =
∏
n∈Λ

4∏
µ=1

∫
dUµ(n) , (2.5.3)

where the integral of a link variable is over the whole group manifold of SU(Nc). The
path integral should be invariant under a change of variables, therefore we require
invariance under the gauge transformation of the link variables (2.1.7)

Z =

∫
D[U ] e−SG[U ] =

∫
D[U ′] e−SG[U ′] . (2.5.4)

The gauge action is gauge invariant by construction and thus the measure of the
link variables has to satisfy

dUµ(n) = dU ′µ(n) = d(Ω(n) Uµ(n) Ω(n+ µ̂)†) . (2.5.5)

This leads to the so-called Haar measure [5]. It defines the integration of group
elements over a continuous compact group G. There are two defining properties of
the Haar measure:

1. ∀V ∈ G : dU = d(UV ) = d(V U)

2.
∫
I dU = I

Where the first property is just the required gauge invariance and the second prop-
erty is a normalization. G being a compact Lie group, the group elements U can
be parametrized by a set of real numbers ωk. Furthermore, it can be shown that
∂U(ω)
∂ωk

U(w)−1 lies in the Lie algebra of the group [5]. Thus, one defines a metric on
the group through the coordinates in the Lie algebra space as [5]

14
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ds2 = g(ω)nmdω
ndωm

= tr

[
∂U(ω)

∂ωn
U(w)−1

(
∂U(ω)

∂ωm
U(w)−1

)†]
dωndωm

= tr

[
∂U(ω)

∂ωn
∂U(ω)

∂ωm

†
]
dωndωm .

(2.5.6)

Using the metric g(ω), the measure of a group element dU can be written as a
product of the measures of the real parameters ωk

dU = c
√

det(g(ω))
∏
k

dωk , (2.5.7)

where the constant c gets chosen to ensure the normalization condition.

2.5.2. Grassmann Integration

Like the integral measure of the link variables, the integral measure of the quark
fields is also defined as a product of measures of all individual quark field components
on the lattice

D[ψ, ψ̄] =
∏
n∈Λ

∏
α,a

dψ(n)αa dψ̄(n)αa . (2.5.8)

Being fermions, the quark fields have to obey Pauli’s principle. This can be achieved
by treating all fermionic degrees of freedom as anti-commuting numbers, so-called
Grassmann numbers (see [2] for their properties). From the naive fermion action
(2.1.9) or the Wilson action (2.2.5), it can be seen that the fermion action is linear
in the quark fields. Thus, the fermion action can be written as a matrix product

SF [ψ, ψ̄, U ] = ψ̄ D[U ] ψ =
∑
A,B

ψ̄A D[U ]AB ψB , (2.5.9)

with A and B being multi-indices including space-time, Dirac- and color-space.
Using this, the fermionic part of the partition function (2.5.1) can be written as

ZF [U ] =

∫
dψNdψ̄N · · · dψ1dψ̄1 exp

∑
A,B

ψ̄A D[U ]AB ψB

 . (2.5.10)

Now, one can do a change of variables, introducing a determinant of the Dirac
operator in the integral [5]

ψ′A =
∑
B

D[U ]AB ψB → dNψ = det (D[U ]) dNψ′ . (2.5.11)

Therefore, the fermionic part of the partition function can be simplified to
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2. The Framework of Lattice QCD

ZF [U ] = det (D[U ])

∫
dψ′Ndψ̄N · · · dψ′1dψ̄1 exp

(∑
A

ψ̄Aψ
′
A

)

= det (D[U ])
∏
A

∫
dψ′Adψ̄A exp

(
ψ̄Aψ

′
A

)
= det (D[U ]) .

(2.5.12)

In the first step the fact that a pair of Grassmann numbers commutes with every
other pair of Grassmann numbers and in the second step the nilpotency of Grassman
numbers has been used. The lattice QCD path integral (2.5.1) reduces to one over
the gauge degrees of freedom only

Z =

∫
D[U ] det (D[U ]) e−SG[U ] . (2.5.13)

For the calculation of n-point functions, one introduces the generating functional for
fermions. It is given by the fermionic part of the partition function with additional
sources θ and θ̄ for the fermion fields

W [θ, θ̄] =

∫ ∏
C

dψCdψ̄C exp

∑
A,B

ψ̄A D[U ]AB ψB +
∑
A

θ̄AψA +
∑
A

ψ̄AθA

 .

(2.5.14)
After completing the square in the exponent and a transformation of variables one
finds [5]

W [θ, θ̄] = det (D[U ]) exp

−∑
A,B

θ̄A
(
D[U ]−1

)
AB

θB

 . (2.5.15)

The calculation of a n-point function can now easily be done. From equation (2.5.14)
one sees that it can be written as the derivatives of the generating functional and
using the form of (2.5.15) these derivatives can easily be calculated, leading to

〈
ψA1ψ̄B1 · · ·ψAN ψ̄BN

〉
F

=
1

ZF

∂

∂θA1

∂

∂θ̄B1

· · · ∂

∂θAN

∂

∂θ̄BN
W [θ, θ̄]

∣∣∣
θ=θ̄=0

= (−1)N
∑

P (1,2,...,N)

sign(P )
(
D−1

)
A1BP1

· · ·
(
D−1

)
ANBPN

,

(2.5.16)

where the subscript F means that the calculation includes only the fermionic part
of the path integral, it still depends on the gluon fields through the Dirac operator.
This result is the so-called Wick theorem.
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To include the gluonic part of the path integral, one needs to calculate

〈
ψA1ψ̄B1 · · ·ψAN ψ̄BN

〉
=

1

Z

∫
D[U ] ZF [U ]

〈
ψA1ψ̄B1 · · ·ψAN ψ̄BN

〉
F
e−SG[U ] .

(2.5.17)

2.6. The Polyakov Loop

One of the elementary properties of QCD is the occurrence of a deconfinement
phase transition, which is a true phase transition only in the quenched limit. In
this section, we will introduce the order parameter for this transition, the so-called
Polyakov loop. The considerations in this chapter are done for pure gauge theory,
where the quark masses become infinitely heavy and no dynamical quark excitations
are possible. The reasons for this restriction become clear during the section. We
start our consideration in the continuum and then make the connection to the lattice.
An infinitely heavy quark at a position ~x in continuous spacetime can only propagate
in time and corresponds to the current

jµ(~y) = δ (~y − ~x) ~et , (2.6.1)

with ~et being the four-dimensional unit vector in time direction. In QCD the current
of a static charge couples to the gauge field and can be observed through the operator
[5]

O = tr
[
Pei

∫
d4yjµ(y)Aµ(y)

]
. (2.6.2)

Plugging in the current (2.6.1), we obtain

O = tr
[
Pei

∫
dtA4(x)

]
. (2.6.3)

Now, we transfer this observable on the lattice by remembering the connection
between the link variables and the gauge fields pointed out in section {2.3}. The
result is the Polyakov loop, which therefore describes the propagation of a static
quark on the lattice, given by

P (~n) = tr

[
Nt−1∏
i=0

U4(~n, i)

]
. (2.6.4)

The Polyakov loop winds around the lattice in time direction once. Hence, we
can find a connection of the correlation between a Polyakov loop in positive time
direction and a Polyakov loop in negative time direction to the free energy of a static
quark and anti-quark separated by r = |~n− ~m|, given by (see [5] for a more detailed
discussion) 〈

P (~n)P (~m)†
〉
∝ e−aNtFq̄q(ar) . (2.6.5)
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For large distances the Polyakov loop correlator (2.6.5) factorises and approaches
|〈P 〉|2 and thus the Polyakov loop expectation value is connected to the free energy
of a single static charge by [16]

|〈P 〉| = 1

N3
s

〈∑
~n∈Λ

P (~n)

〉
∼ e−

Fq
T , (2.6.6)

where we used the connection of the temperature with the temporal size of the lattice
T = 1

aNt
, which will be pointed out in section {5.1}. In a regime where the theory

is confining the free energy of a single static quark is infinity as it is not possible to
separate a single charged particle. For the regime where the theory is deconfining a
finite amount of energy is needed to separate a single charged particle and thus for
a theory with a phase transition at some critical temperature Tc the Polyakov loop
can be used as order parameter

confinement Fq =∞ =⇒ |〈P 〉| = 0 for T < Tc ,

deconfinement Fq = finite =⇒ |〈P 〉| > 0 for T > Tc .

This is not true anymore, when we are including dynamical quark excitations as
in the separation of two charged particles dynamical quark-antiquark pairs can be
created, which leads to a finite free energy of a static quark even in the confined
regime. This is often denoted by the so-called string breaking. Notice that for
periodic boundary conditions for the link variables, the Polyakov loop is invariant
under the gauge transformations defined by equation (2.1.7)

P (~n)→ P ′(~n) = tr

[
Nt−1∏
i=0

Ω(~n, i) U4(~n, i) Ω†(~n, i+ 1)

]

= tr

[
Ω(~n, 0)

(
Nt−1∏
i=0

U4(~n, i)

)
Ω†(~n,Nt)

]

= tr

[
Nt−1∏
i=0

U4(~n, i)

]
.

(2.6.7)

2.7. The Bulk Phase

Let us now discuss another phase transition, the so-called bulk phase transition. It
describes the transition from an artificial phase, due to topological lattice artifacts,
to a physical phase [6]. The transition disappears in the continuum limit β → ∞,
but can influence the physical transitions happening at finite β, which one wants to
observe. In SU(2) pure gauge theory such a bulk phase transition is visible. The
(pseudo) order parameter of this transition is the Z(2) monopole density, measuring
the condensation of Z(2) magnetic monopoles [6]. It is measured according to
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M = 1− 1

NC

∑
C

∏
Pµν∈∂C

sign (tr Pµν) , (2.7.1)

where the sum runs over all NC 3-cubes of the lattice. The value of the Z(2)
monopole density crucially depends on the local distribution of the plaquettes Pµν .
With larger inverse coupling β the fraction of positive sign plaquettes increases [6],
leading to a vanishing Z(2) monopole density. Being a lattice artifact, the bulk phase
can be suppressed by using improved gauge actions, like equation (2.4.11). It is
evident from figure (2.3), that the bulk phase transition is shifted to smaller inverse
couplings, when using the improved gauge action. Including dynamical fermions
lowers the Z(2) monopole density only a little bit, which we will later confirm with
our simulations at non-vanishing chemical potential. Furthermore, it has been seen
that the Z(2) monopole density is nearly independent of the lattice volume [6].
Simulations inside the bulk phase lead, for example, to an unphysical contribution
to the chiral susceptibility [6]. Thus in general, we need to simulate at values of the
inverse coupling β which are outside the bulk phase. On the other side, a large β
leads to a small lattice spacing a and hence to avoid finite volume effects the lattice
volume N3

s × Nt has to be large enough. Simulations at large lattice volumes are
expensive, so that often a compromise between bulk phase effects and finite volume
effects is made. Another problem is that the chiral transition is close to the bulk
phase transition and employing the improved gauge action shifts the chiral transition
with nearly the same ∆β to smaller inverse couplings β [6]. Thus, using large enough
β to be outside the bulk phase often means that one already overpassed the chiral
transition, which one might want to observe.
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Figure 2.3.: The Z(2) monopole density for unimproved and improved gauge action
and in dependence of the quark mass [6].
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This section will introduce the lattice fermion formalism used in this work. In section
{4}, we will show how to include it in the Hybrid Monte Carlo algorithm for numer-
ical calculations of observables with the full path integral. We already introduced
standard Wilson fermions in section {2.2}. They are widely used for spectroscopy
as they allow a straightforward formulation of correlation functions. Unfortunately,
standard Wilson fermions have the problem of explicitly breaking chiral symmetry
on the lattice, even in the case of massless fermions, through the second-derivative-
like term (2.2.2). Hence, they are not really suitable for the calculation of the phase
diagram, for which one has to be able to observe the spontaneous breaking of chi-
ral symmetry. All calculations including dynamical fermions in this work were done
with staggered fermions. They are computationally cheap and have a remnant chiral
symmetry and thus are a good choice for thermodynamic simulations.

3.1. The Staggered Transformation

The action for staggered fermions is obtained through the staggered transformation
defined as [5]

ψ(n) = γn1
1 γn2

2 γn3
3 γn4

4 ψ(n)′ , (3.1.1)

ψ̄(n) = ψ̄(n)′ γn1
1 γn2

2 γn3
3 γn4

4 , (3.1.2)

with the new field variables ψ(n)′ and ψ̄(n)′. Obviously, this transformation mixes
space-time and Dirac indices. When plugging in the staggered transformation for the
fermion fields into the naive fermion action, all Dirac matrices will cancel, resulting
only in factors of (−1) due to the anti-commutation (see (A.1.2)). Thus, the action
becomes diagonal in Dirac-space and we can drop three of the four equal components.
We treat the remanent component as the new fermion field χ(n) and χ̄(n), whose
action is written as

SF [χ, χ̄] = a4
∑
n∈Λ

χ̄(n)

 4∑
µ=1

ηµ(n)
Uµ(n)χ(n+ µ̂)− U−µ(n)χ(n− µ̂)

2a
+mχ(n)

 ,

(3.1.3)
with the so-called staggered phases

η1(n) = 1 , η2(n) = (−1)n1 , η3(n) = (−1)n1+n2 , η4(n) = (−1)n1+n2+n3 . (3.1.4)
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To address the question of how many continuum flavors the staggered action actually
describes, we refer to the next section.

3.2. The Spin-Taste Transformation

In the last section, we have seen that the staggered transformation diagonalized the
naive fermion action in Dirac space and therefore we dropped three of the four equal
components, introducing the staggered fermion field. To find the number of flavors
described by one staggered fermion field, it is important to note that the space-
time and Dirac indices of the original fermion field got mixed during the staggered
transformation. Thus the suggestion comes up, that through a linear combination
of staggered fermion fields at different lattice sites the Dirac structure could be
restored. Indeed, by grouping together the 16 sites of a hypercube we will recover
a 4-spinor structure for four different species of fermions [5][9][11]. These species
are the so-called tastes of a staggered fermion. Hence, we will conclude that the
staggered action describes a theory with Nf = 4 quark flavors. Here, we assume
that in every direction of the lattice we have an even number of lattice sites. The
sum over all lattice sites will be replaced by a sum over the hypercubes and a sum
over the corners of the hypercubes, where the fermion fields are located,∑

n∈Λ

→
∑
y∈Λ′

∑
s

, (3.2.1)

with

Λ′ =

{
y = (y1, y2, y3, y4) | yµ = 0, 1, 2, ...,

Nµ

2
− 1

}
, sµ = 0, 1 . (3.2.2)

Defining matrices Γs, which depend on the corner of the hypercube, as

Γs = γs11 γ
s2
2 γ

s3
3 γ

s4
4 , (3.2.3)

we can introduce new fields q(y) and q̄(y) through the so-called spin-taste transfor-
mation [5]

q(y)αa =
1

8

∑
s

Γs,αa χ(2y + s) ,

q̄(y)aα =
1

8

∑
s

χ̄(2y + s) Γ†s,aα .

(3.2.4)

The matrix indices of the Γs matrices are explicitly shown. We identify the greek
index α = 1, 2, 3, 4 as the Dirac index and the latin index a = 1, 2, 3, 4 as the taste
index. Notice that the color structure of the q and q̄ fields is the same as of the χ
and χ̄ fields. In appendix {A.10}, we use the spin-taste transformation to transform
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the staggered action (3.1.3) in the free case Uµ = I from the spin basis with fields χ
and χ̄ into the taste basis with fields q and q̄ and obtain

SF [q, q̄] =b4
∑
y

q̄(y)

{
m (I⊗ I) +

∑
µ

[
(γµ ⊗ I)∇µ −

b

2
(γ5 ⊗ t5tµ) ∆µ

]}
q(y) ,

(3.2.5)

where b = 2a and tµ = γTµ . The first two terms of this action are diagonal in
taste space and have exactly the same form as the naive Wilson action (2.1.3).
They describe a theory of four independent tastes of quarks and thus, as already
mentioned, we conclude that one staggered fermion describes a theory with Nf =
4. The third term in the staggered action in taste basis explicitly breaks taste
symmetry, but vanishes in the continuum limit and therefore does not affect the
continuum propagator. Thus, it has the same behaviour as the second-derivative
like term of Wilson fermions (2.2.2), which explicitly breaks chiral symmetry and
vanishes in the continuum limit, too. Looking at the kinetic term of the staggered
action in taste basis without the taste breaking term, we find that it is invariant
under independent vector and axial rotations for each taste given by

q′ = eiα q , q̄′ = q̄ e−iα , (3.2.6)

q′ = eiβγ5 q , q̄′ = q̄ eiβγ5 . (3.2.7)

The taste breaking term is not invariant under the rotations (3.2.7) and breaks them
down to [5]

q′ = eiβτ5 q , q̄′ = q̄ eiβτ5 , (3.2.8)

with the taste-mixing generator τ5 = γ5⊗t5, leaving a remaining U(1)×U(1) symme-
try group. Including the mass term of the action breaks the symmetry further down
to a remaining U(1)V symmetry group given by the rotations (3.2.6), corresponding
to a conserved quark number. If gauge fields are included in both formulations of the
staggered action, taste and spin basis, it can be shown that for general gauge fields
both formulations are not equivalent [17]. The formulations are only equivalent if
the link variables are related via

Uµ(n) =

{
Uµ(y) for n = 2y + s , sµ = 1
I elsewhere

, (3.2.9)

meaning that the gauge fields in the spin basis formulation only couple fields which
belong to different hypercubes.
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3.3. The Chiral Symmetry

Another central properties of QCD is chiral symmetry and its spontaneous breaking,
meaning that even though the Lagrangian is chirally symmetric the ground state of
the theory is not. The quark masses even break the chiral symmetry explicitly. As
the quark masses for the light quarks (u,d) are very small, one treats chiral symmetry
as an approximate symmetry of two-flavor QCD. The breaking of a symmetry leads
to the appearance of Goldstone bosons, in this case the pions. Furthermore, the pions
gain their small masses from the explicit breaking of the chiral symmetry. Being
such an important property of QCD, we want to have a proper implementation of
chiral symmetry on the lattice. This has been a hard task in the past, leading to
the Nielsen-Ninomya theorem, as already noted in section {2.2}. In this section, we
will introduce the basic concepts about chiral symmetry and its order parameter,
the chiral condensate, in the continuum as well as on the lattice.

3.3.1. The Chiral Rotations

Consider a Lagrangian for a theory of Nf quark flavors

L = ψ̄ ( /D +M) ψ , (3.3.1)

where /D = γµ(∂µ+iAµ) is the massless Dirac operator andM = diag(m1,m2, ...,mNf )
is the mass matrix. We employed vector notation, meaning that the different flavors
are components of the vector ψ. With the help of the left- and right-handed projec-
tion operators

PL =
1

2
(1 + γ5) , PR =

1

2
(1− γ5) , (3.3.2)

the Dirac field in the Lagrangian can be decomposed in its left- and right-handed
components, leading to [18]

L = ψ̄R /DψR + ψ̄L /DψL +M
(
ψ̄RψL + ψ̄LψR

)
. (3.3.3)

In the massless case M = 0 the left- and right-handed components contribute inde-
pendently to the Lagrangian. Therefore, the Lagrangian is symmetric under inde-
pendent unitary transformations

ψL,R → UL,R ψL,R , (3.3.4)

leading to the symmetry group U(Nf )L × U(Nf )R which can be decomposed to

SU(Nf )L × SU(Nf )R × U(1)V × U(1)A . (3.3.5)

For the investigation of the different transformations contributing to the symmetry
group U(Nf )L × U(Nf )R, we employ vector notation again
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ψ =

(
ψL
ψR

)
→ ψ′ =

(
ψ′L
ψ′R

)
=

(
UL 0
0 UR

)(
ψL
ψR

)
= U ψ . (3.3.6)

The corresponding transformation to the U(1)V symmetry group is given by

ψ′ = eiαI ψ , ψ̄′ = ψ̄ e−iαI . (3.3.7)

This symmetry is the origin of quark number conservation. Finally, the chiral rota-
tions, belonging to the part of U(Nf )L × U(Nf )R with UL = U †R, are given by

ψ′ = eiαγ5I ψ , ψ̄′ = ψ̄ eiαγ5I , (3.3.8)

ψ′ = eiαγ5Ti ψ , ψ̄′ = ψ̄ eiαγ5Ti . (3.3.9)

where Ti are the generators of SU(Nf ). The transformations (3.3.8) belong to the
symmetry group U(1)A. This symmetry gets explicitly broken by the non-invariance
of the fermion measure due to the axial anomaly [2][18][19]. The transformations
(3.3.9) are part of the symmetry group SU(Nf )L × SU(Nf )R, often denoted as
SU(Nf )A. When introducing degenerated masses for the fermionsM = (m,m, ...,m),
the SU(Nf )A part is explicitly broken, leaving the subgroup SU(Nf )V with UL = UR
of SU(Nf )L × SU(Nf )R as a remaining symmetry, with transformations

ψ′ = eiαTi ψ , ψ̄′ = ψ̄ e−iαTi . (3.3.10)

The transformations (3.3.10) correspond to the isospin transformations of a system
of Nf mass degenerated quarks. Lastly, introducing non-degenerated masses for the
quarks breaks the SU(Nf )V symmetry, leaving only a U(1)V symmetry for each
quark flavor according to the baryon number conservation, as already mentioned.
Thus we can sum up to [5]:

U(Nf )L × U(Nf )R = SU(Nf )L × SU(Nf )R × U(1)V × U(1)A

invariant measure → SU(Nf )L × SU(Nf )R × U(1)V

degenerated masses → SU(Nf )V × U(1)V

non-deg. masses → U(1)V × · · · × U(1)V (Nf factors)

Notice that essential for chiral symmetry is the anti-commutation of the massless
Dirac operator with γ5

{D, γ5} = Dγ5 + γ5D = 0 , (3.3.11)

as this is required for the decomposition of the Lagrangian into the form of equation
(3.3.3). The naive discretization of the lattice fermions (2.1.9) fulfills this require-
ment and thus is chiral symmetric in the massless limit. Being the starting point of
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the staggered action (3.1.3), staggered fermions inherit a remnant chiral symmetry
according to the transformations

χ(n)→ eiαη5(n) χ(n) , χ̄(n)→ χ̄(n) eiαη5(n) , (3.3.12)

with η5(n) = (−1)n1+n2+n3+n4 the analogue of γ5 for the staggered formalism.

3.3.2. The Chiral Condensate

The order parameter for the chiral symmetry breaking is the so-called chiral con-
densate 〈

ψ̄fψf
〉
, (3.3.13)

which is defined for each flavor f separately. Transforming like a mass term, the
chiral condensate is not invariant under the chiral rotations. Thus, a non-vanishing
chiral condensate implies the spontaneous breaking of chiral symmetry. Note that in
the case of massive quarks the chiral condensate is never zero. Still, due to the small
quark masses a phase transition is visible, showing the effect of spontaneous break-
ing, even though the chiral condensate is no true order parameter any more. With
the help of the generating functional (2.5.15), we can express the chiral condensate
as the quark propagator

〈
ψ̄βb(y)ψαa(x)

〉
F

=
1

ZF

∂

∂θβb(y)

∂

∂θ̄αa(x)
W [θ, θ̄]

∣∣∣
θ=θ̄=0

= −
(
D−1

)
αβ,ab

(x, y) ,

(3.3.14)
where D is now the full Dirac operator including the mass term. Considering the
mean over the gauge configurations and summing over all fermionic degrees of free-
dom, we arrive at 〈

ψ̄ψ
〉

= − 1

V
tr
〈
D−1

〉
, (3.3.15)

with an additional normalization by the volume V . The mean value is calcu-
lated as an average over gauge configurations according to equation (4.0.2) and
the trace is approximated with the help of Gaussian distributed noisy estimators
P [ψk] ∝ exp(−ψ̄kψk) [20]. Thus, the chiral condensate on the lattice is calculated
according to

〈
ψ̄ψ
〉

= − 1

|Λ|
1

NG

NG∑
i=1

1

NF

NF∑
k=1

ψ̄k
(
D−1

)
[Ui] ψk , (3.3.16)

where NG is the number of used gauge configurations, NF is the number of used
noisy estimators per gauge configuration and |Λ| is the number of lattice points.
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4. The Numerical Calculation of
Observables from the QCD Path
Integral

This section will introduce our method of choice for the numerical calculation of
observables from QCD the path integral. We will first show the algorithm for pure
gauge theory, meaning that the path integral only has gluonic degrees of freedom,
and then include dynamical fermions. Pure gauge theory corresponds to a theory of
infinitely heavy quarks. From equation (2.5.2) we see that the expectation value of
an observable O in pure gauge theory is given by

〈O〉 =
1

Z

∫
D[U ] O[U ] e−SG[U ] . (4.0.1)

We use a Monte Carlo method [21] to approximate the path integral over all possible
configurations of gauge fields by a sum over a finite subset of configurations

〈O〉 ≈ 1

N

N∑
i=1

O[Ui] , (4.0.2)

where the gluon configurations Ui are sampled according to the probability distri-
bution density [5]

dP (U) =
e−SG[U ] D[U ]∫
D[U ] e−SG[U ]

. (4.0.3)

This sampling is called importance sampling, because it takes a weight factor into
account. The weight factor corresponds to the canonical equilibrium distribution
peq.(U) ∝ e−SG[U ] of the link variables. For the sampling a Markov chain of config-
urations is generated, where the next configuration is calculated from the configu-
ration before, starting from an arbitrary configuration

U0 → U1 → U2 → · · · . (4.0.4)

The next section presents the algorithm used for the gauge field generation.

4.1. The Hybrid Monte Carlo Algorithm

The Hybrid Monte Carlo algorithm is a global updating algorithm, it changes every
link variable on the lattice in one step. Hence, it provides a fast movement through
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the configuration space but is computationally costly. The idea is to base the updates
on Molecular Dynamics [5][11]. For this, a conjugate momentum πµ(n) to every link
variable Uµ(n) on the lattice is introduced. Being SU(Nc) group elements, the
link variables can be written as an exponential function of a linear product of real
parameters, corresponding to the gluon fields, and the generators of the group Tj

Uµ(n) = exp

iN2
c−1∑
j=1

Ajµ(n) Tj

 . (4.1.1)

The canonical momenta are treated as elements of the su(Nc) Lie-Algebra

πµ(n) =

N2
c−1∑
j=1

pjµ(n) Tj . (4.1.2)

For the molecular dynamics the Hamiltonian

H[π, U ] =
∑
n∈Λ

∑
µ

tr
[
πµ(n)2

]
+ SG[U ] (4.1.3)

is used and the evolution is done along a trajectory through the parameter space of
the Lie group SU(Nc), leading to the equations of motions given by

d

dτ
Ajµ(n) =

∂H

∂pjµ(n)
, (4.1.4)

d

dτ
pjµ(n) = − ∂SG

∂Ajµ(n)
. (4.1.5)

The right-hand sites of these equations of motions can be calculated more explicitly
to

∂H

∂pjµ(n)
=

1

2

∑
m∈Λ

∑
ν,i

∂piν(m)2

∂pjµ(n)
= pjµ(n) , (4.1.6)

∂SG

∂Ajµ(n)
=
∂ exp

(
i
∑

iA
i
µ(n) Ti

)
ab

∂Ajµ(n)

∂SG

∂ exp
(
i
∑

iA
i
µ(n) Ti

)
ab

= i (Tj)aeUµ(n)eb
∂SG

∂Uµ(n)ab
.

(4.1.7)

In the calculation of the derivative of the gauge action the color indices have been
written explicitly, as they do not contract trivially. The imaginary i appearing in
the last line can be absorbed into the conjugate momentum parameter and hence
ipjµ(n) will be treated as the parameter for the anti-hermitian conjugate momentum
iπµ(n). Having the equations of motion for the parameters, the according equations
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4.1. The Hybrid Monte Carlo Algorithm

of motion for the link variables and conjugate momenta can be calculated, one arrives
at

d

dτ
Uµ(n) = Uµ(n)

i∑
j

(
d

dτ
Ajµ(n)

)
Tj


= Uµ(n)

i∑
j

pjµ(n)Tj


= Uµ(n) (iπµ(n)) ,

(4.1.8)

d

dτ
(iπµ(n))fg =

∑
j

d

dτ

(
ipjµ(n)

)
(Tj)fg

=
∑
j

(Tj)aeUµ(n)eb
∂SG

∂Uµ(n)ab
(Tj)fg

= Uµ(n)fb
∂SG

∂Uµ(n)gb

∣∣∣
TA
≡ FG,µ(n)fg

∣∣∣
TA

.

(4.1.9)

The evolution of the conjugate momentum is driven by the so-called force term
FG,µ(n). It has to be traceless and anti-hermitian, as the iπµ(n), and therefore a
projection of the kind

A
∣∣∣
TA

=
1

2

(
A−A†

)
− 1

2Nc
tr
(
A−A†

)
(4.1.10)

is used, which is shown more explicitly in appendix {A.3}. The explicit calculation of
the force term depends on the used gauge action. In appendix {A.4} the force term
for the Wilson gauge action (2.4.6) and in appendix {A.5} the force term for the im-
proved gauge action (2.4.11) is shown. When introducing dynamical fermions, there
will be an additional force term according to the fermion action, see section {4.2}.
For the actual update the equations of motion (4.1.8) and (4.1.9) have to be inte-
grated, giving a new configuration for the link variables and the conjugate momenta
at a later time (U, π)→ (U ′, π′). After the evolution, one does an accept/reject-step
with the acceptance probability [5]

Pacc(U
′, π′|U, π) = min

(
1,

exp (−H [U ′, π′])

exp (−H [U, π])

)
. (4.1.11)

The clue is that an exact solution of the equations of motion leaves the Hamiltonian
invariant, as it is a constant of motion. Thus, with an exact integration method,
one would achieve an acceptance ratio of one and the new configurations would
always be accepted. Unfortunately, there is in general no analytic solution to the
equations of motion, therefore the integration is done numerically. The numerical
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integration introduces errors, which lead to a change in the Hamiltonian ∆H 6= 0
and the accept/reject-step can be seen as a corrective step. We require that the
Hybrid Monte Carlo algorithm obeys the so-called detailed balance condition, which
ensures that there are no sinks and sources of probability, leading to a fixed point
at the desired equilibrium distribution peq.(U) ∝ e−SG[U ] (see [5]). It can be shown
that to achieve this we only need to Gaussian distribute the real parameters of the
conjugate momenta pjµ(n) and require our integration method to fulfill the following
two properties [5]:

• Area preservation of the integration measure D[U ]D[π]
⇒ corresponding to Liouville’s theorem

• Reversibility of the molecular dynamics trajectory (U, π)↔ (U ′, π′)
⇒ corresponding to the detailed balance condition

A class of integrators obeying these properties are the so-called symplectic inte-
grators, like the leapfrog integrator explained in appendix {A.7}. All symplectic
integrators preserve a Hamiltonian, which is slightly disturbed from the original
one, where the difference in the Hamiltonians depends only on the step size ∆τ of
the integration and not on the length of the trajectory. Hence, through tuning the
step size ∆τ one can achieve a high acceptance ratio. For the leap frog integrator
holds ∆H ∼ O(∆τ2). With a suiting integrator, a Hybrid Monte Carlo step can be
done according to the following steps:

1. Generate the real parameters for the conjugate momenta according to the
Gaussian distribution p(x) ∝ exp(−x2

2 )

2. Evolve along a molecular dynamics trajectory (U, π)→ (U ′, π′)

3. Do an accept/reject-step with acceptance probability pacc. = min (1, exp(−∆H))

4.2. Including Staggered Fermions in the HMC

This section will show how to numerically calculate observables from the full QCD
path integral

Z =

∫
D[U ] det (D[U ]) e−SG[U ] , (4.2.1)

with staggered fermions, using the Hybrid Monte Carlo algorithm from the previous
section. Notice that there is no possibility to employ a local updating algorithm,
when including dynamical fermions, because of the high non-locality of the fermion
determinant. The Dirac operator for staggered fermions can be read off from the
staggered action (3.1.3) to be

D[U ](n|m) =

4∑
µ=1

ηµ(n)
Uµ(n)δm,n+µ̂ − U−µ(n)δm,n−µ̂

2a
+m δmn . (4.2.2)

30



4.2. Including Staggered Fermions in the HMC

The basic idea for the inclusion of dynamical fermions into the HMC is to include
the fermion determinant into the probability weight for the gauge configurations
during the Markov chain, so that the gauge fields are generated according to the
new equilibrium probability distribution of

peq.(U) ∝ e−SG[U ] det(D[U ]) . (4.2.3)

In order to be interpreted as a probability weight factor, the fermion determinant
has to be real and non-negative. The reality of the fermion determinant can easily
be shown for Dirac operators who obey the property of γ5-hermiticity γ5Dγ5 = D†,
which holds for the staggered Dirac operator [5] and hence for the fermion determi-
nant we have

det(D)∗ = det(D†) = det(γ5Dγ5) = det(D) . (4.2.4)

To ensure that the probability weight is positive, we just square the Dirac operator
D → DD†, so that for the fermion determinant factor we achieve

0 6 det(D) det(D†) = det(DD†) , (4.2.5)

meaning physically that the number of quark flavors described by the theory has
been doubled. We have shown in the section {3.2} that the staggered action de-
scribes Nf = 4 different quark flavors, hence calculations with the squared Dirac
operator accord to a theory with Nf = 8 quark flavors. A Method to reduce the
number of quark flavors Nf will be shown in the following section. In section {4.1}
we already mentioned that additional terms in the action of the theory introduce
additional force terms in the equation of motion for the conjugate momenta and
leave the principle of the algorithm untouched. Thus, we want to reintroduce the
fermion determinant as a part of the action. This can be done without the pain
of reintroducing Grassman valued numbers for the fermions again by introducing
so-called pseudofermions instead [5][11]. The pseudofermions are bosons having the
same number of degrees of freedom as the original fermions. Exploiting the relation

det[M ] =
1

det[M−1]
(4.2.6)

and introducing N complex variables φ = φR + iφI we can rewrite the fermion
determinant of the squared Dirac operator as [5]

det(DD†) =
1

πN

∫ N∏
i=1

dφR,idφI,i exp

−∑
i,j

φ†i

(
DD†

)−1

ij
φj

 . (4.2.7)

Therefore, the full QCD path integral is also given by
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Z =
1

πN

∫
D[U ]D[φ†]D[φ] e−SG[U ]−SF [φ,φ†,U ] (4.2.8)

with SF [φ, φ†, U ] = φ†
(

(DD†)[U ]
)−1

φ . (4.2.9)

Hence, the molecular dynamics Hamiltonian (4.1.3) changes to

H[π, U ] =
∑
n∈Λ

∑
µ

tr
[
πµ(n)2

]
+ SG[U ] + SF [φ, φ†, U ] , (4.2.10)

leading to the additional force term from the fermions

FF,µ(n)fg

∣∣∣
TA

= Uµ(n)fb
∂SF

∂Uµ(n)gb

∣∣∣
TA

, (4.2.11)

which is calculated in appendix {A.6}. The equilibrium probability weight factor
for a configuration of pseudofermions φ and link variables U is now given by the
total action

peq. ∝ exp
(
SG[U ] + SF [φ, φ†, U ]

)
(4.2.12)

and we have to update the pseudofermions and the link variables for a HMC step.
The update of the pseudofermions is easily done, because during the molecular dy-
namics evolution the pseudofermion fields can be treated as constant background
fields. Thus, one starts the HMC algorithm by generating a new pseudofermion field

configuration φ, distributed according to the weight factor∝ exp
(
−φ†

((
DD†

)
[U ]
)−1

φ
)

,

which is done by the following two steps [5]:

1. Generate complex vectors η according to the Gaussian distribution

p(η) ∝ exp
(
−η†η

)
(4.2.13)

2. Determine the pseudofermion fields as φ = Dη and φ† = η†D†

After the pseudofermion fields are constructed, we update the link variables with a
molecular dynamics trajectory as described in section {4.1}, with the addition of the
fermion action contributing to the Hamiltonian and the fermion force contributing
to the equation of motion for the conjugate momenta.

4.3. The Rational HMC - Reducing the Number of Quark
Flavors

In general, the number of quark flavors described by the theory depends on the
exponent of the fermion determinant and also on the Dirac operator. Hence, naively
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we can include roots of the fermion determinant of the squared Dirac operator into
the HMC to adjust the number of simulated quark flavors. The rational HMC follows
from the HMC algorithm by approximating the fermion determinant as

det
(
DD†

)α
≈ 1

πN

∫
Dφ†Dφ eφ†rα(DD†)φ , |α| < 1 , (4.3.1)

with rα(DD†) ≈ (DD†)−α being the rational minimax approximation defined by
[22]

‖ r − f ‖∞= min
r

max
x∈I

w(x) |r(x)− f(x)| , (4.3.2)

where I is the interval containing the spectrum of DD† and w(x) is a positive weight
function commonly chosen to be w(x) ≡ 1

|f(x)| . Note that for hermitian matrices,

like A = DD†, matrix valued functions are defined by [22]

f(A) ≡ Uf(M)U † with f(M)ii = f(Mii) , (4.3.3)

as hermitian matrices can be transformed into a real diagonal matrix M through
a unitary transformation A = UMU †. Hence, the rational approximation can be
obtained without explicitly diagonalizing the matrix A. Writing the rational ap-
proximation rα in partial fraction form

rα(DD†) = aα0 +

n∑
j=1

aαj
DD† + bαj

, (4.3.4)

where the coefficients aαj and bαj can be obtained through the so-called Remez algo-
rithm [22], the resulting force term from the pseudofermions is readily calculated to
be

Fµ = Uµφ
†∂rα(DD†)

∂Uµ
φ

=
n∑
j=1

aαj Uµφ
†∂(DD† + bαj )−1

∂Uµ
φ

=
n∑
j=1

aαj Uµφ
†(DD† + bαj )−1

(
∂D

∂Uµ
D† +D

∂D†

∂Uµ

)
(DD† + bαj )−1φ .

(4.3.5)

In analogy to the HMC algorithm we identify χj = (DD† + bαj )−1φ and thus for
every integer value of j we need to solve the system(

DD† + bαj

)
χj = φ , (4.3.6)

making it clear that the rational HMC is computationally more expensive. To solve
for all the χj a so-called multishift-inverter is used [23]. As in the HMC algorithm,
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we wish to sample the pseudofermions from Gaussian distributed complex vectors
η. Thus we split up the pseudofermion action into a symmetric product, from which
it results that the pseudofermions follow the probability distribution given by

p(φ) ∝ e−φ
†rα

2
(DD†)rα

2
(DD†)φ

. (4.3.7)

Hence, we solve

φ = r−1
α
2

(DD†) η = r−α
2
(DD†) η (4.3.8)

by using the partial fraction form of the rational approximation r−α
2

to obtain the
pseudofermions. Lastly, we need the Hamiltonian contribution of the pseudofermion
action for the accept/reject-step of the HMC algorithm. It is calculated according
to

SF [φ, φ†] = ϑ†ϑ , with ϑ = rα
2
(DD†)φ . (4.3.9)

Thus for the sampling of the pseudofermions, the force calculation and the Hamil-
tonian contribution we use the multishift-inverter with different rational approxi-
mations, always employing the partial fraction form (4.3.4). This is summed up in
table (4.1).

Pseudofermion sampling Force calculation Hamiltonian contribution

r−α
2
(DD†) rα(DD†) rα

2
(DD†)

Table 4.1.: The needed rational approximations for the rational HMC.

The factor by which the number of quark flavors is reduced depends on the value of
the exponent α of the fermion determinant in equation (4.3.1). Some possibilities
are given by

α = 1
2 ⇒ Nf = 8→ Nf = 4

or Nf = 4→ Nf = 2 ,
α = 1

4 ⇒ Nf = 8→ Nf = 2 .
(4.3.10)
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5. Lattice QCD at non-vanishing
Temperature and Chemical Potential

In this section, the two physical parameters who span the phase diagram of QCD
will be introduced on the lattice. These are the temperature and the quark chemical
potential. Firstly, the connection of the temperature to the lattice spacing and the
time extension of the lattice will be shown. Then, the inclusion of the quark chemical
potential into the Dirac operator of staggered fermions is presented. Finally, we
will observe the so-called sign problem, due to the non-vanishing quark chemical
potential, and point out how we can avoid it by simulating two-color QCD instead
of the physical three-color QCD.

5.1. Temperature on the Lattice

The partition function at non-vanishing temperature T for a Euclidean quantum
field theory can generally be written as

Z(T ) =

∫
D[Ψ] exp (−SE [Ψ]) , (5.1.1)

with SE [Ψ] =

1
T∫

0

dt

∫
R3

d~x LE (Ψ(t, ~x), ∂µΨ(t, ~x)) . (5.1.2)

To ensure the Pauli exclusion principle, the field Ψ is restricted to be either anti-
periodic (fermions) or periodic (bosons) in time. Thus, a theory at finite tempera-
ture on the lattice is discretized as described in section {2} and the temperature is
connected to the time extension of the lattice according to

1

T
= aNt . (5.1.3)

5.2. Introducing a Chemical Potential µ

Now, the quark chemical potential µ, which allows the observation of non-vanishing
quark number density on the lattice, will be included into the lattice theory. With
a non-vanishing chemical potential in our theory, we do not calculate the partition
function of a canonical ensemble any more, but of a grand canonical ensemble. In
free continuum theory of Dirac fermions the conserved baryon current, according to
the global U(1) symmetry, is given by Noether’s theorem as
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jµ(x) = ψ̄(x)γµψ(x) (5.2.1)

and the particle number is given by the spatial integral over the temporal component

N̂ =

∫
d~x ψ̄γ4ψ . (5.2.2)

Therefore, in free continuum theory one introduces the chemical potential with an
additional term in the Lagrangian density

L = ψ̄Dψ = ψ̄(γµ∂µ + µγ4 +m)ψ . (5.2.3)

Now, one could think of introducing the chemical potential in an analogue way on
the lattice by adding an additional term to the naive free fermion action (2.1.3) [24]

S[ψ̄, ψ](µ) = a4
∑
n∈λ

ψ̄(n) µγ4 ψ(n) , (5.2.4)

but this leads to problems if one calculates the free energy density and takes the
naive continuum limit a→ 0 [5]

lim
a→0

(ε(µ)− ε(0)) ∝ (
µ

a
)2 . (5.2.5)

Hence, the free energy density diverges in the continuum limit for this naive ap-
proach. Looking at the interacting theory, we can find another way to introduce the
chemical potential. The Lagrangian density now includes the covariant derivative
Dµ = ∂µ + iAµ, notice that

L = ψ̄(γµDµ + µγ4 +m)ψ

= ψ̄(γi(∂i + iAi) + γ4(∂4 + iA4 + µ) +m)ψ

= ψ̄(γi(∂i + iAi) + γ4(∂4 + iA4 + iÃ4) +m)ψ

= ψ̄(γµD̃µ +m)ψ ,

(5.2.6)

where we have identified a new external temporal gauge field Ã4 = −iµ and absorbed
it into the new covariant derivative D̃µ. In section {2.3} we showed how to connect
a gauge field to link variables on the lattice and hence we introduce a chemical
potential by including additional link variables corresponding to the external gauge
field Ã4 in temporal direction

U4,ext = eiaÃ4 = eaµ . (5.2.7)

Finally, we arrive at the staggered Dirac operator for non-vanishing chemical poten-
tial µ, which is given by
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D[U, µ](n|m) =

4∑
µ=1

ηµ(n)
Uµ(n) eaµδµ,4 δm,n+µ̂ − U−µ(n) e−aµδµ,4 δm,n−µ̂

2a
+m δmn .

(5.2.8)

This form of the Dirac operator shows that a non-vanishing chemical potential in-
troduces a matter-antimatter asymmetry as the propagation of a quark in positive
time direction is favored by a factor of eaµ and the propagation of a quark in nega-
tive time, this corresponds to an anti-quark, is disfavored by a factor of e−aµ. The
quark number density results from the difference between the number of quarks and
anti-quarks and thus will be unequal to zero for a non-vanishing quark chemical
potential. Now, the fermion force term (A.6.8) for the HMC algorithm is given by

FF,µ(n, µ)
∣∣∣
TA

=
ηµ(n)

2a

[
Uµ(n)

(
(D†χ)(n+ µ̂)χ†(n)eaµδµ,4 − χ(n+ µ̂)(D†χ)†(n)e−aµδµ,4

)
+
(

(D†χ)(n)χ†(n+ µ̂)e−aµδµ,4 − χ(n)(D†χ)†(n+ µ̂)eaµδµ,4
)
U †µ(n)

]∣∣∣
TA

.

(5.2.9)

Notice that a chemical potential can be introduced when using Wilson fermions in
the same manner [25]. Unfortunately, lattice QCD for non-vanishing quark chemical
potential suffers under the so-called sign problem, which shall be explained in the
next section.

5.3. The Sign Problem

Introducing a quark chemical potential on the lattice is conceptionally easy, as seen
in the last section, but the sign problem arises. In section {4.2} we have seen that
the γ5-hermiticity of the Dirac operator is needed to have a real fermion determinant
and hence to be able to use it as a probability weight. Checking γ5-hermiticity for
the continuum Dirac operator including a chemical potential, we achieve

γ5( /D +m+ γ4µ)γ5 = − /D +m− γ4µ = ( /D +m− γ4µ)† (5.3.1)

=⇒ γ5D(µ)γ5 = D(−µ)† ⇐⇒ det(D) ∈ C . (5.3.2)

It is not possible to include a complex fermion determinant into the probability
weight for the generation of the gauge field configurations with the HMC algorithm.
Hence, different methods have to be employed. Due to the sign problem, we use
SU(2) as the gauge group, corresponding to Nc = 2 colors. The reason for this is
the pseudo-reality of the fundamental representation of SU(2) [4]

Ta ∈ SU(2) =⇒ (τ2) Ta (τ2)−1 = −(Ta)
∗ , (5.3.3)
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where τ2 is a Pauli matrix. Using this property, it is shown in appendix {A.8} that
the fermion determinant in two-color QCD is real even for non-vanishing chemical
potential and the fermion determinant can be included into the HMC algorithm
through pseudofermions as described in {4.2}.
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In this section, we will include an explicit diquark source term into the staggered
fermion action with SU(2) link variables to be able to observe a superfluid phase,
indicated by a non-vanishing diquark condensate, which causes a spontaneous sym-
metry breaking of quark number conservation. We will demonstrate for the resulting
modified action how the diquark condensate, the chiral condensate and the quark
number density can be measured on the lattice. Furthermore, we will show how we
can reduce the number of quark flavors by using the rational HMC while having a
diquark source term in the action.

6.1. The Staggered Action with a Diquark Source Term

Here, we will include a diquark source term into the fermionic part of the action.
The action including diquarks is given by [7][8]

SF [χ, χ̄] = χ̄ D[µ] χ+
λ

2

(
χT τ2χ+ χ̄τ2χ̄

T
)
, (6.1.1)

where D[µ] is the staggered Dirac operator with non-vanishing chemical potential µ
given by (5.2.8) and τ2 is a Pauli matrix, acting on the color indices of the fermion
fields. To achieve physical results, we will extrapolate measurements to λ = 0. This
action can be rewritten to

SF =
1

2

(
χ̄ χT

)( λτ2 D[µ]
−D[µ]T λτ2

)(
χ̄T

χ

)
. (6.1.2)

Introducing a new field φT =
(
χ̄ χT

)
, the fermion action is simplified to SF = 1

2φ
TAφ

with A being the matrix in equation (6.1.2). It is important to notice that A is anti-
symmetric and is sandwiched between φ and φT , no complex conjugation of the field
φ is needed and thus the Grassmann integration over the fermionic degrees of free-
dom can be done with real Grassmann numbers, instead of complex ones, leading
to the pfaffian of the matrix A

ZF =

∫
DχDχ̄ e−SF [χ,χ̄] =

∫
Dφ e−

1
2
φTAφ

= pfaff(A) =
√

det(A) .

(6.1.3)

Using the general formula of the determinant for matrices with blocks of 2 × 2
sub-matrices
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det

(
X Y
W Z

)
= det(X) det(Z −WX−1Y ) , (6.1.4)

we can calculate the determinant of the matrix A to be

det(A) = det(λτ2) det

(
λτ2 +D[µ]T

1

λ
τ2D[µ]

)
= det

(
λ2 + τ2D[µ]T τ2D[µ]

)
= det

(
λ2 +D[µ]†D[µ]

)
,

(6.1.5)

where we have used the pseudo-reality of SU(2)

τ2Uµτ2 = U∗µ =⇒ τ2D[µ]T τ2 = D[µ]† . (6.1.6)

Hence, the fermionic partition function reads

ZF =
√

det (D[µ]†D[µ] + λ2) (6.1.7)

and the square root reduces the number of quark flavors described by the considered
theory back to Nf = 4. As the pfaffian of a matrix is strictly real and positive, it can
be included as a probability weight for the gauge configurations into the HMC algo-
rithm. For this, we again use pseudofermions as described in section {4.2}. Unfor-
tunately, a straightforward replacement of φ†(DD†)−1φ by φ†(DD† + λ2)−1φ causes
problems in the sampling of the random pseudofermions. The matrix (DD† + λ2)−1

can not be split up in a product like (XX†)−1 and thus we could not sample Gaus-
sian distributed complex vectors η and calculate our pseudofermions from them by
a simple matrix product φ = Xη. Therefore, we consider the matrix Ã given by

Ã =

(
λ D[µ]

−D[µ]† λ

)
=

(
1 0
0 τ2

)
A

(
τ2 0
0 1

)
,

with det(Ã) = det(A) = det
(
D[µ]†D[µ] + λ2

)
.

(6.1.8)

The matrices A and Ã have the same determinant and therefore we can use Ã in
the HMC algorithm. To apply the HMC algorithm, we multiply Ã by its conjugate
transpose

Ã†Ã = ÃÃ† =

(
D[µ]D[µ]† + λ2 0

0 D[µ]†D[µ] + λ2

)
. (6.1.9)

Note that for the determinants we find the following properties

det(ÃÃ†) = det(A)2 = det
(
D[µ]†D[µ] + λ2

)2
, (6.1.10)

det
(
D[µ]†D[µ] + λ2

)
= det

(
D[µ]D[µ]† + λ2

)
. (6.1.11)
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A direct use of the HMC algorithm with the matrix ÃÃ† will lead to det(A)2 and
not

√
det(A). This problem is overcome by realising that ÃÃ† is block diagonal and

therefore does not mix upper and lower components of the pseudofermions, which
for now have twice the number of components as in the case of using DD†. Hence,
after the sampling of the pseudofermions we drop the lower components and only
use the upper components in the remaining steps of the HMC algorithm. Still, this
only leads to det(A) and thus we need to reduce the number of degrees of freedom
of the pseudofermions further to arrive at

√
det(A). [7] suggests that this can be

done by rescaling the action of the pseudofermions by 1
2 . We will check if reducing

the number of degrees of freedom of the pseudofermions by using real instead of
complex ones has the same effect and if both methods lead to

√
det(A), according

to a theory of Nf = 4 quark flavors. The sampling of the pseudofermions with
a reduced number of degrees of freedom according to the probability distribution
∝ exp(−φ̃†(ÃÃ†)−1φ̃) is done in two steps:

1. Generate real vectors η according to the Gaussian distribution p(η) ∝ exp(−ηT η)

2. Determine the pseudofermion fields as φ̃ = Ãη and φ̃† = ηT Ã†

Note that this will not guarantee real pseudofermions as the matrix (ÃÃ†)−1 is in
general complex, but using real vectors η, instead of complex ones, will already have
the same effect and reduces the number of degrees of freedom of the pseudofermions
by two. After step two, we drop the lower components of the pseudofermions to get

φ̃ =

(
φ
0

)
(6.1.12)

and the fermion force for the molecular dynamics can now be calculated in the usual
manner

FF,µ(n)ef = Uµ(n)ec φ̃
†
a

∂(ÃÃ†)−1
ab

∂Uµ(n)fc
φ̃b

= −Uµ(n)ec φ
†
a(DD

† + λ2)−1
ah

(
∂(DD† + λ2)ab
∂Uµ(n)fc

)
(DD† + λ2)−1

nb φb

= −Uµ(n)ec χ
†
h

(
∂Dhm

∂Uµ(n)fc
D†mn +Dhm

∂D†mn
∂Uµ(n)fc

)
χn ,

(6.1.13)

where we have identified χ = (DD† + λ2)−1φ and thus now we need inversions of
DD† + λ2 for the HMC algorithm.
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6.2. The Chiral and Diquark Condensate

Now, we will show how the calculation for the chiral condensate, already explained
in section {3.3.2}, has to be adjusted, when including an explicit diquark source
term into the staggered action. Furthermore, we will introduce the measurement of
the diquark condensate. To recap, the fermionic part of the partition function from
section {6.1} is given by

Z =

∫
Dφ e−

1
2
φTAφ =

√
det(Ã) , (6.2.1)

with Ã =

(
λ D[µ]

−D[µ]† λ

)
. (6.2.2)

In section {3.3.2} we calculated the chiral condensate with the help of the generating
functional (2.5.15). Here, we have to deal with the matrix Ã and thus it is more
convenient to directly calculate the two condensates from the fermionic part of the
partition function. Noticing that the chiral condensate behaves like a mass term, we
can state that

〈
ψ̄ψ
〉

= lim
λ→0

1

V

∂ lnZ

∂m
. (6.2.3)

The diquark condensate can be calculated in complete analogy like [26][27]

〈ψψ〉 = lim
λ→0

1

V

∂ lnZ

∂λ
. (6.2.4)

Using the well know relation for matrices

ln detX = tr lnX , (6.2.5)

we obtain

〈
ψ̄ψ
〉

= lim
λ→0

c

V
tr

(
Ã−1

(
0 1
−1 0

))
, (6.2.6)

〈ψψ〉 = lim
λ→0

c

V
tr

(
Ã−1

(
1 0
0 1

))
. (6.2.7)

The normalization constant c will be discussed at the end of this section. Still, we
will use noisy estimators to calculate the traces, which now have twice the number
of components and here it will not be possible to throw away the lower components,
as we will see shortly. We estimate

tr
(
Ã−1M

)
≈ 1

NF

NF∑
k=1

ψ̄k Ã
†(ÃÃ†)−1M ψk , (6.2.8)
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where M has to be chosen according to equation (6.2.6) or (6.2.7). Writing the
upper and lower components of the noisy estimator fields explicitly

ψ =

(
ψu
ψl

)
, (6.2.9)

we can calculate each term of the sum in (6.2.8) for the chiral and the diquark
condensate as

ψ̄ Ã†(ÃÃ†)−1

(
0 1
−1 0

)
ψ = ψ̄uλ

(
DD† + λ2

)−1
ψl + ψ̄uD

(
D†D + λ2

)−1
ψu

+ ψ̄lD
†
(
DD† + λ2

)−1
ψl − ψ̄lλ

(
D†D + λ2

)−1
ψu ,

(6.2.10)

ψ̄ Ã†(ÃÃ†)−1

(
1 0
0 1

)
ψ = ψ̄uλ

(
DD† + λ2

)−1
ψu − ψ̄uD

(
D†D + λ2

)−1
ψl

+ ψ̄lD
†
(
DD† + λ2

)−1
ψu + ψ̄lλ

(
D†D + λ2

)−1
ψl .

(6.2.11)

We stress the explicit mixing between the upper and lower components and the
dependence of the condensates on the parameter λ. Hence, for each term of the
noisy estimator sum we need an inversion of

(
DD† + λ2

)
and

(
D†D + λ2

)
. For this,

we employ the relation

D†[µ,m]D[µ,m] = D[−µ,−m]D†[−µ,−m] . (6.2.12)

The normalization constant c To determine the normalization constant of the
condensates, we refer to the usual fourth-root approach in the staggered formalism
to account for the four-fold degeneracy of one staggered fermion. The partition
function for Nf continuum flavors, using the staggered formalism, is thus generally
given by [11]

Z = det (D)
Nf
4 , (6.2.13)

from which we obtain the following chiral condensate

〈
ψ̄ψ
〉′

=
1

V

Nf

4
tr
(
D−1

)
. (6.2.14)

In the limit λ → 0, the chiral condensate obtained from equation (6.2.6) should be
equal to

〈
ψ̄ψ
〉′

. This will fix our normalization constant c. Taking the limit λ→ 0
gives
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〈
ψ̄ψ
〉

=
c

V

(
tr
(
D−1

)
+ tr

(
(D†)−1

))
=

2c

V
tr
(
D−1

)
, (6.2.15)

where we used that the chiral condensate is a real quantity. Hence, by comparison
we find the normalization constant to be

c =
1

2

Nf

4
. (6.2.16)

6.3. The Quark Number Density

Let us now introduce the measurement of the quark number density. We have found
that the explicit diquark source does not seem to affect the results of the quark
number density. Hence, we assume the λ → 0 limit and derive the quark number
density from the partition function (6.2.13). It will have an implicit dependence on
the diquark source through the used gauge configurations only. The quark number
couples to the chemical potential and thus the quark number density is obtained by
taking the derivative of the partition function with respect to the chemical potential

〈n〉 =
1

V

∂ lnZ

∂µ
. (6.3.1)

Using equation (6.2.5), we already arrive at our final result

〈n〉 =
1

V

Nf

4
tr

(
D−1∂D

∂µ

)
, (6.3.2)

where the derivative of the staggered Dirac operator is given by

∂D[µ]nm
∂µ

=
η4(n)

2a

(
U4(n)eaµδm,n+4̂ + U−4(n)e−aµδm,n−4̂

)
(6.3.3)

and the trace is, again, approximated with noisy estimators.

6.4. The Rational HMC with a Diquark Source Term

We will find in section {10.1}, that the number of quark flavors can not be reduced
by the methods explained in section {6.1}. Thus, we will use the rational HMC
shown in section {4.3} for a quark flavor reduction. Note that now we do not need
to deal with the matrix ÃÃ† any more, as in section {6.1}. We are able to directly
use

ZF = det
(
D[µ]†D[µ] + λ2

)α
(6.4.1)

and hence to include the diquark source into the rational HMC we only need to
apply the replacement
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DD† → D[µ]†D[µ] + λ2 (6.4.2)

everywhere in section {4.3}. It follows that one can absorb the diquark source into
the coefficients of the partial fraction form of the rational approximations

bαj → bαj + λ2 . (6.4.3)

Hence, we are able to simulate a theory of Nf = 2 or Nf = 4 flavors of staggered
quarks, according to α = 1

4 or α = 1
2 respectively, while including a diquark source

term.
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7. The Pattern of Symmetry Breaking on
the Lattice

To obtain some expectations of the phase diagram of two-color lattice QCD in the
staggered formalism, we will now inspect the pattern of symmetry breaking and
also identify the induced Goldstone modes, whose masses we want to measure later.
As a start, we consider a theory of Nf = 1 staggered fermion (corresponding to
four continuum flavors, see section {3.2}) and later discuss the more general case
of Nf > 1 staggered fermions. The cases of vanishing chemical potential and of
non-vanishing chemical potential will be considered. Note that using the rational
HMC from section {4.3} to reduce the number of continuum flavors, does not affect
the symmetries of the original action and the remaining continuum flavors inherit
the symmetries of the unrooted action.

7.1. Nf = 1 Staggered Fermion

We will investigate the pattern of symmetry breaking induced by the diquark con-
densate and the chiral condensate. For this, we introduce a new basis for the fermion
fields, which separates the even and odd sites, given by [28]

X̄e =
(
χ̄e −χTe τ2

)
, Xo =

(
χo
−τ2χ̄

T
o

)
. (7.1.1)

Using the pseudo-reality of the generators of the fundamental representation of SU(2)
(see equation (5.3.3)) and the Grassmann nature of the fermion fields, the kinetic
part of the staggered action can be rewritten to

Skin =
∑
n∈Λ′,ν

ην(n)

2

[
X̄e(n)

(
eµδν,4 0

0 e−µδν,4

)
Uν(n)Xo(n+ ν̂)

−X̄e(n)

(
e−µδν,4 0

0 eµδν,4

)
Uν(n− ν̂)†Xo(n− ν̂)

]
,

(7.1.2)

where the sum is running over the even sides only. From this form of the action it
is easy to check, that in the massless and zero density limit the fermion action is
invariant under the following rotations

Xo → V Xo , X̄e → X̄eV
† ; V ∈ U(2) . (7.1.3)
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Hence, in this special case the original U(1)V ⊗ U(1)A symmetry is enlarged to a
U(2) symmetry. This is specific for the lattice formulation, as the axial anomaly
would reduce the symmetry to SU(2) in the continuum formulation. Rewriting the
mass term and the diquark source term in the basis given by (7.1.1), we obtain [28]

χ̄χ =
1

2

[
X̄e

(
0 1
1 0

)
τ2X̄

T
e +XT

o

(
0 1
1 0

)
τ2Xo

]
, (7.1.4)

qq2 =
1

2

[
X̄e

(
1 0
0 −1

)
τ2X̄

T
e +XT

o

(
1 0
0 −1

)
τ2Xo

]
. (7.1.5)

The condensates are connected by an explicit U(2) rotation

V =
i√
2

(
1 1
−1 1

)
(7.1.6)

and hence they are physically indistinguishable in the zero density limit. Which
condensate forms in the lattice simulation depends on the choice of the explicit
symmetry breaking term. If we include a mass term and no diquark source term we
will measure a chiral condensate but no diquark condensate and vice versa. Thus, for

vanishing chemical potential we can define a combined condensate
√〈

ψ̄ψ
〉2

+ 〈ψψ〉2

and every set of parameters (m,λ) laying on the same quarter circle defined by√
m2 + λ2 = const will lead to the same combined condensate. This makes it clear

that both condensates induce the same pattern of symmetry breaking in the zero den-
sity limit. To obtain insight in the differences between vanishing and non-vanishing
chemical potential, we will investigate the Goldstone modes. To derive the Goldstone
modes, we apply the infinitesimal U(2) rotations

Vδ = I + iδλ , λ ∈ {I, τi} (7.1.7)

on the chiral condensate (7.1.4) and the diquark condensate (7.1.5). The coefficient
of O(δ) can then be identified as the Goldstone mode [28]. We obtain:

λ
〈
ψ̄ψ
〉

〈ψψ〉

I χ̄εχ χT τ2εχ+ χ̄τ2εχ̄
T

τ1 χT τ2χ− χ̄τ2χ̄
T I

τ2 χT τ2χ+ χ̄τ2χ̄
T χ̄χ

τ3 I χT τ2χ− χ̄τ2χ̄
T

Table 7.1.: The induced Goldstone modes by the chiral and the diquark conden-
sate according to the generators of U(2). The factor ε is given by
ε(n) = η5(n) = (−1)n1+n2+n3+n4 .
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Hence, both condensates induce the same pattern of symmetry breaking U(2) →
U(1) in the zero density limit as they both leave one generator of U(2) unbroken. In
the case of a non-vanishing chemical potential, where the symmetry is reduced from
U(2) to U(1)V ⊗U(1)A, we are left with the generators {I, τ3} of U(2), correspond-
ing to axial charge and baryon number conservation, respectively. From the chiral
condensate we now only obtain the pion, which is a pseudo Goldstone mode in the
case of non-vanishing quark mass. We obtain a diquark and a pseudoscalar diquark,
which again is a pseudo Goldstone mode in the case of non-vanishing quark mass,
from the diquark condensate. Different numbers of Goldstone modes induced from
the condensates is an indicator for a phase transition, happening at some critical
value of the chemical potential µc. The expectation is now to find the usual non-
vanishing chiral condensate in the low density regime which gradually rotates into a
diquark condensate characterising the high density regime, as in this regime diquark
condensation is favored due to the large Fermi surface at large chemical potentials.
As there is no U(2) symmetry of the action for non-vanishing chemical potential
anymore, this rotation is expected to be non-trivial [28].

7.2. Nf > 1 Staggered Fermions

Let us generalize the pattern of symmetry breaking of the last section to the case of
Nf > 1 staggered fermions. This will help us to identify a corresponding continuum
theory, exhibiting the same pattern of symmetry breaking. We will apply chiral
perturbation theory to this continuum theory, from which we will obtain the critical
chemical potential µc of the phase transition mentioned in the previous section and
also predictions for fermionic observables and the Goldstone modes. We have seen
that in the Nf = 1 case the symmetry of the staggered action becomes enlarged at
vanishing chemical potential U(1) × U(1) → U(2). This is easily extended to the
Nf > 1 case, where we have a U(1) × U(1) symmetry for each flavor and thus at
zero density the enlarged symmetry becomes

U(Nf )× U(Nf ) → U(2Nf ) . (7.2.1)

The combined condensate
√〈

ψ̄ψ
〉2

+ 〈ψψ〉2 is invariant under O(2Nf ) rotations,

and thus the pattern of symmetry breaking is U(2Nf )→ O(2Nf ).

At non-vanishing chemical potential, the symmetry breaking of the condensates (or
equivalently of the source terms) is different. For the chiral condensate we find the
usual symmetry breaking from section {3.3}, with the exception of leaving U(1)A
unbroken

U(Nf )× U(Nf ) → U(Nf )× U(1)B . (7.2.2)

The diquark condensate breaks the symmetry of baryon number conservation and
is invariant under O(Nf ), as it is flavor symmetric [28], hence
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U(Nf )× U(Nf ) → O(Nf ) . (7.2.3)

Thus, we can sum up the pattern of symmetry breaking of Nf staggered fermions
as

U(2Nf ) O(2Nf )

U(Nf )× U(Nf ) U(Nf )× U(1)B

O(Nf )

√〈
ψ̄ψ
〉2

+ 〈ψψ〉2

µ 6= 0

〈ψψ〉
〈ψψ〉

〈
ψ̄ψ
〉

The corresponding continuum theory exhibiting the same pattern of symmetry
breaking, except for the additional breaking of U(1)A due to the axial anomaly,
is any color QCD with quarks in the adjoint representation. See section {9} for the
leading order chiral perturbation theory application. Note that continuum two-color
QCD with quarks in the fundamental representation exhibits the pattern of symme-
try breaking of SU(Nf )×SU(Nf )→ Sp(2Nf ) in the zero density limit [29]. It is not
clear, if the two-color lattice theory will change its pattern of symmetry breaking in
the continuum limit to the corresponding continuum pattern or if it keeps its lattice
pattern [28].
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8. Spectroscopy at non-vanishing
Chemical Potential

This section will introduce the interpolating operators which we use to extract the
masses of (pseudo-)scalar meson modes and (pseudo-)scalar diquark modes. These
modes correspond to the Goldstone modes which we derived in section {7.1}. It
will be shown how the correlation functions can be expressed in terms of quark
propagators using Wick’s theorem, making them accessible to lattice simulations.
The difference between lattice spectroscopy at vanishing and non-vanishing chemical
potential will be stressed. Lastly, we explain the fitting functions used to extract
masses of particle states from the correlation functions.

8.1. The Interpolating Operators

For the scalar meson mode and the pion mode, we consider the same interpolating
operators as in [6], given by:

Channel Operator JPC States

1 χ̄χ 0++ f0

0−+ π

2 η4χ̄χ 0+− -

0−+ π

Table 8.1.: The interpolating operators for the scalar meson mode and the pion
mode.

Note that channel 1 contains the scalar meson which we wish to inspect, as well
as an excited pion which is heavier than the groundstate pion in channel 2. The
signals of the two states in channel 1 in the corresponding correlation function can
be separated during the fitting procedure by making use of their opposite parity, see
section {8.3}. Channel 2 has an exclusive signal from the groundstate pion.
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For the (pseudo-)scalar diquark modes, we consider the same interpolating operators
as in [1], given by:

Channel Operator States

3 1
2

(
χT τ2χ− χ̄τ2χ̄

T
)

qq/q̄q̄

4 η5
1
2

(
χT τ2χ+ χ̄τ2χ̄

T
)

εqq/εq̄q̄

Table 8.2.: The interpolating operators for the (pseudo-)scalar diquark modes.

The diquark modes contain a contribution from their corresponding anti-diquark
mode. As the propagation of particles is favored (eaµ) over the propagation of
anti-particles (e−aµ) at non-vanishing chemical potential, the contributions of the
anti-diquark states will be become less important with increasing chemical potential.

8.2. The Correlation Functions

Next, we calculate the correlation functions for the operators of the previous section.
As we wish to extract the ground state masses of the particle states, we employ the
zero-momentum projected correlations functions of the form

C(t) =
∑
~x

〈
0
∣∣∣O(~x, t)Ō(~0, 0)

∣∣∣ 0〉 , (8.2.1)

where the zero-momentum projection corresponds to the spatial Fourier transfor-
mation1 with ~p = 0. The resulting correlation functions are derived in appendix
{A.12}. Here, we only give the final results. Note that we only consider the con-
nected contributions to the correlation functions.

• Channel 1 - Scalar Meson

C(t) = −
∑
~x

η5(~x, t) tr
[
G†[−µ](~x, t; 0)G[µ](~x, t; 0)

]
(8.2.2)

• Channel 2 - Pion / Pseudoscalar Meson

C(t) = −(−1)t
∑
~x

tr
[
G†[−µ](~x, t; 0)G[µ](~x, t; 0)

]
(8.2.3)

• Channel 3 - Scalar Diquark

C(t) =
1

2

∑
~x

{
tr
[
GT [µ](~x, t; 0)τ2G[µ](~x, t; 0)τ2

]
+tr

[
G†[−µ](~x, t; 0)τ2(G†)T [−µ](~x, t; 0)τ2

]} (8.2.4)

1f(~p, t) =
∑
~x

f(~x, t) ei~p~x
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• Channel 4 - Pseudoscalar Diquark

C(t) =
1

2

∑
~x

η5(~x, t)
{

tr
[
GT [µ](~x, t; 0)τ2G[µ](~x, t; 0)τ2

]
+tr

[
G†[−µ](~x, t; 0)τ2(G†)T [−µ](~x, t; 0)τ2

]} (8.2.5)

For the derivation of the correlation functions, we used Wick’s theorem

〈0|χi(x)χ̄j(y)|0〉 = Gij(x, y) , (8.2.6)

where G is the quark propagator and i, j are color indices. Note that throughout this
master thesis the abbreviation G† = G†c is used, where †c corresponds to the conju-
gate transpose of the color-structure. Furthermore, to swap the spacetime argument
of the quark propagators, so that we can calculate all point-to-all propagators with
the same point source, the relation

G[µ](0, x) = η5(x)G†[−µ](x, 0)η5(0) (8.2.7)

is used [30]. Notice the sign flip of the chemical potential which is due to the property
(A.9.3). We stress that at vanishing chemical potential only one quark propagator
G has to be calculated, but at non-vanishing chemical potential we need to calculate
G[µ] and G[−µ] separately. In two-color lattice QCD the propagators are given by
SU(2) matrices at every spacetime point

Gij =

(
a b
−b∗ a∗

)
(8.2.8)

and are calculated by inverting the staggered Dirac operator on a point source
vi(x) = (1, 0)T δx,x0

Dij [µ](x, y) wj(y) = vi(x)

⇒ w(y) = (G11[µ](y, x0), G21[µ](y, x0))T = (a,−b∗)T [µ](y, x0) ,

Dij [−µ](x, y) wj(y) = vi(x)

⇒ w(y) = (G11[−µ](y, x0), G21[−µ](y, x0))T = (ã,−b̃∗)T [−µ](y, x0) .

Using this, we can simplify the traces in the correlation function, which then are
explicitly given by

tr
[
G[µ]G†[−µ]

]
= 2

(
Re(aã∗) + Re(bb̃∗)

)
,

tr
[
GT [µ]τ2G[µ]τ2

]
= 2(a2 + b2) ,

tr
[
G†[−µ]τ2(G†)T [−µ]τ2

]
= 2(ã2 + b̃2) .
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8. Spectroscopy at non-vanishing Chemical Potential

To take care of the λ-dependence of the propagator, we just have to apply the usual
replacement D†D → D†D + λ2 in the inversion of the staggered Dirac operator

G = D−1 = (D†D)−1D† → (D†D + λ2)−1D† , (8.2.9)

which is explained in more detail in appendix {A.13}. At last, notice that at vanish-
ing chemical potential we have a = ã and b = b̃, hence the contribution from diquarks
is equal to the contributions from anti-diquarks, as expected. Furthermore, at van-
ishing chemical potential it is easy to see that the scalar meson is degenerate with
the pseudoscalar diquark and the pion is degenerate with the scalar diquark. This
can also be seen by noticing that from equation (6.1.6) it follows that

τ2G
T [µ]τ2 = G†[µ] . (8.2.10)

See figure (8.1) for a diagrammatic presentation.

x

τ2

y

τ2
+

x

τ2

y

τ2

G(x; y)

G(x; y)T

G†(x; y)

G†(x; y)T

Cdiquark ∝ 1
2

τ2G
T τ2=G† τ2(G†)T τ2=G

x y
+

x y
G(x; y)

G†(x; y)

G†(x; y)

G(x; y)

= 1
2

x y
G(x; y)

G†(x; y)

= ∝Cmeson

Figure 8.1.: Diagrammatic presentation of the connection of meson and diquark
correlators at vanishing chemical potential. The diagram was created
with [31].
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8.3. The Fitting Procedure

8.3. The Fitting Procedure

In this section, we will discuss the fitting functions used to extract the masses of
the particle modes from their corresponding correlation functions. For channel 1 the
expected form of the correlation function is [6][28]

C(t; a, b,m1,m2) = a(e−m1t + e−m1(Nt−t)) + (−1)tb(e−m2t + e−m2(Nt−t)) , (8.3.1)

where we omit the contributions from excited states. This correlation function
consists of two parts, one for the positive parity state with proportionality constant
a and one for the negative parity state with proportionality constant b. The second
term has a factor of (−1)t, indicating the oscillatory behaviour of negative parity
states. Each term consists of two exponential functions, one for the propagation in
positive time direction and one for the propagation in negative time direction. As
mesons do not carry a net baryon number and thus do not couple to the chemical
potential, the masses of the two exponential functions are set equal for each parity
state. It follows that the correlation function is invariant under time reversal

C(t) = C(Nt − t) , (8.3.2)

indicating a symmetry axis at t = Nt
2 . In the most cases, we will find that the contri-

bution of the negative parity state is negligible and thus set b = 0. The correlation
function of channel 2 consists exclusively of a negative parity state, the pion, and
hence we use the same form as for channel 1 (8.3.1), however with a = 0.

To find the correct fitting form of the correlation functions for the diquark channels
3 and 4, we first discuss the diquark state qq without the explicit contribution from
its corresponding anti-diquark. Diquarks couple to the chemical potential as they
carry a net baryon number, leading to the favoring of forward propagation over
backward propagation. Thus equation (8.3.2) changes for diquarks to [28]

C(t, µ) = C(Nt − t,−µ) , (8.3.3)

leading to the expected form of the correlation function given as

C(t; aqq, bqq,m
+
qq,m

−
qq) = aqq e

−m+
qqt + bqq e

−m−qq(Nt−t) , (8.3.4)

where the +(-) index indicates the mass of the forward(backward) propagating di-
quark. The same reasoning goes through for purely anti-diquark states q̄q̄. Note
that from equation (8.3.3) it is clear that the purely diquark or anti-diquark corre-
lators will show an asymmetry in t. Let us now establish the expectation for our
combined diquark and anti-diquark channels 3 and 4. For this, we first note that
from equation (8.2.4) it follows that
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8. Spectroscopy at non-vanishing Chemical Potential

C(t)qq =
∑
~x

tr
[
GT [µ](~x, t; 0)τ2G[µ](~x, t; 0)τ2

]
(8.3.5)

C(t)q̄q̄ =
∑
~x

tr
[
GT [−µ](~x, t; 0)τ2G[−µ](~x, t; 0)τ2

]∗
(8.3.6)

⇒ C(t,−µ)∗qq = C(t, µ)q̄q̄ (8.3.7)

As we expect the correlation function to be real, the complex conjugation in equation
(8.3.7) will be ignored. Using this findings, we can obtain the following expectation
for our combined diquark state

C(t, µ)qq + C(t, µ)q̄q̄ = C(Nt − t,−µ)qq + C(Nt − t,−µ)q̄q̄ (8.3.8)

= C(Nt − t, µ)q̄q̄ + C(Nt − t, µ)qq . (8.3.9)

Hence, the asymmetry in t is removed and our combined diquark states have a
symmetry axis at t = Nt

2 , as the mesonic states of channel 1 and 2. If we combine
the expected form of the correlation function for the purely diquark state and the
purely anti-diquark state 1

2(Cqq+Cq̄q̄), we obtain our final form of the fitting function

C(t, āqq, āq̄q̄,m
+
qq,m

+
q̄q̄) = āqq(e

−m+
qqt + e−m

+
qq(Nt−t)) + āq̄q̄(e

−m+
q̄q̄t + e−m

+
q̄q̄(Nt−t)) ,

(8.3.10)
for which we used that

m−q̄q̄ = m+
qq bqq = aq̄q̄ āqq =

aqq
2

m−qq = m+
q̄q̄ bq̄q̄ = aqq āq̄q̄ =

aq̄q̄
2

.

The contributions from excited states have been omitted again. Lastly, we note that
we use the relation

e−mt + e−m(Nt−t) = 2 cosh

(
m

(
t− Nt

2

))
(8.3.11)

to rewrite the fitting functions, as this is found to give more stable fits.

To sum up, we have identified the correlation functions for the meson and diquark
modes which we wish to inspect, we have shown how they can be calculated in lattice
simulations and found suiting fitting functions to extract the masses of the particle
modes. The extracted masses from our lattice simulations will then be compared to
the predictions of leading order chiral perturbation theory, see section {9.3}.
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9. Leading Order Chiral Perturbation
Theory

This section will introduce leading order chiral perturbation theory applied to con-
tinuum any color QCD with quarks in the adjoint representation at finite chem-
ical potential. The reason for not studying continuum two-color QCD with fun-
damental quarks is that it has the pattern of spontaneous symmetry breaking of
SU(2Nf ) → Sp(2Nf ), whereas continuum any color QCD with quarks in the ad-
joint representation has the pattern of SU(2Nf )→ SO(2Nf ), which is more familiar
to the pattern of two-color lattice QCD with staggered quarks U(2Nf ) → O(2Nf ).
The difference only arises from the axial anomaly, as the U(1)A symmetry can not be
broken spontaneously in a lattice formulation. As we did in the lattice formulation
of two-color QCD, here we will also include an explicit diquark source term into the
effective Lagrangian, which is possible because diquarks are colorless in the adjoint
representation and thus the diquark source term is gauge invariant [29]. We will
find predictions for the chiral condensate, the diquark condensate and the baryon
number density, as well as for the Goldstone spectrum, which we later fit or compare
to our data obtained from lattice simulations.

9.1. The Effective Lagrangian

Starting from the microscopic Lagrangian of any color QCD with Nf quarks in the
adjoint representation at finite quark mass, diquark source and chemical potential
[29]

L = ψ̄γνDνψ +mψ̄ψ − µψ̄γ0ψ +
λ

2

(
iψTCγ5ψ + h.c.

)
, (9.1.1)

with an implicit sum over Nf quark flavors and suppressed color and spin indices,
we show how the effective Lagrangian for the Goldstone modes, induced from the
spontaneous symmetry breaking by quark condensation, can be obtained. We stress
that we can use the antisymmetry property of the generators of the adjoint repre-
sentation, which are the structure constants, f bca = −f cba to rewrite the terms of the
microscopic Lagrangian by introducing spinors of length 2Nf , given by [29]

Ψ ≡
(

ψL
σ2ψ

∗
R

)
≡
(
ψL
ψ̃R

)
. (9.1.2)

This is just the same approach as in section {7}, where now the antisymmetry
property of the generators of the adjoint representation takes over the role of the
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pseudo-reality of the generators of the fundamental representation. Note that here
σ2 (resp. σν) is a Pauli matrix acting on the spinor indices as opposed to the Pauli
matrix τ2 acting on the color indices in previous chapters. The kinetic part can now
be written as

Lkin = iΨ†σνDνΨ , (9.1.3)

which has an enlarged U(2Nf ) symmetry compared to the original U(Nf )L×U(Nf )R.
As already noted in section {3.3}, the axial anomaly breaks this symmetry down to
SU(2Nf ). For the source terms, mass term and diquark term, we obtain

Lm = −1

2
ΨTσ2MΨ + h.c. , (9.1.4)

Lλ = −1

2
ΨTσ2ΛΨ + h.c. , (9.1.5)

with M = mM̂ = m

(
0 1
1 0

)
and Λ = λΛ̂ = λ

(
−i 0
0 −i

)
.

The blocks of the matrices M̂ and Λ̂ are of dimension Nf ×Nf . The two terms can
be combined by introducing the combined mass matrix [29]

Mφ ≡ mM̂ + λΛ̂ =
√
m2 + λ2

(
cosφ M̂ + sinφ Λ̂

)
≡
√
m2 + λ2 M̂φ . (9.1.6)

The angle φ is connected to the mass and the diquark source through tan (φ) = λ
m .

As in the lattice formalism, at vanishing chemical potential the source terms can be
rotated into each other by an explicit SU(2Nf ) rotation. Including non-vanishing
source terms leads to an explicit symmetry breaking of the SU(2Nf ) symmetry down
to SO(2Nf ), whereas a chiral condensate or a diquark condensate cause a sponta-
neous symmetry breaking. The explicit SU(2Nf ) rotation which connects the source
terms also connects the condensates and thus they are physically indistinguishable.
The Goldstone manifold of the spontaneous symmetry breaking is given by the coset
SU(2Nf )/SO(2Nf ), corresponding to Nf (2Nf + 1) − 1 pseudo Goldstone bosons,
which obtain mass from the explicit symmetry breaking [29]. From the combined
mass term it follows that the condensate in the effective theory for the Goldstone
modes is a symmetric unimodular unitary matrix denoted by Σ. The Goldstone
boson spectrum will be inspected in section {9.3}. We construct the kinetic part
of the effective Lagrangian of the pseudo Goldstone modes by requiring invariance
under SU(2Nf ) rotations of the condensate Σ→ V ΣV T , we obtain [32]

Leff,kin =
F 2

2
tr
[
∂νΣ∂νΣ†

]
, (9.1.7)

with F being the pion decay constant. To construct the combined source term for
the effective theory, we note that we can achieve full SU(2Nf ) symmetry for the
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9.1. The Effective Lagrangian

microscopic source terms by formally transforming the combined mass matrix under
SU(2Nf ) transformations according to [29]

Mφ → V ∗MφV
† (9.1.8)

and hence the leading order combined source term of the effective theory obeying
this formal extended symmetry is given by

Lφ = −
√
m2 + λ2G Re tr

[
M̂φΣ

]
. (9.1.9)

Using the Gell-Mann–Oakes–Renner relation, m2
πF

2 =
√
m2 + λ2G [2], we can trade

the phenomenological coefficient G and obtain the effective Lagrangian for the Gold-
stone modes at vanishing chemical potential

Leff(Σ) =
F 2

2

{
tr
[
∂νΣ∂νΣ†

]
− 2m2

πRe tr
[
M̂φΣ

]}
. (9.1.10)

Next, we shall consider the influences of a non-vanishing chemical potential to the
pattern of symmetry breaking and the effective Lagrangian of the Goldstone modes.
The chemical potential dependent term of the microscopic Lagrangian can be rewrit-
ten in the new basis as [29]

Lµ = µΨ†BΨ , B =

(
1 0
0 −1

)
. (9.1.11)

Like the source terms, this term is SU(2Nf ) symmetry violating

SU(2Nf )→ SU(Nf )R × SU(Nf )L × U(1)B (9.1.12)

and again one tries to find a formal symmetry transformation for the matrix B to
restore the full symmetry. By introducing the four-vector Bν = (B,~0) [29], we can
write the chemical potential dependent term together with the kinetic term

Lkin + Lµ = iΨ†σν (Dν − µBν) Ψ . (9.1.13)

In this form we can see that the chemical potential dependent term looks like an
additional gauge field. Thus, in the usual manner for gauge fields [2], we can even
find a local symmetry transformation for the four-vector Bν given by [32]

Bν → V BνV
† +

1

µ
V ∂νV . (9.1.14)

To ensure this formal symmetry in the effective theory, the derivatives of the con-
densate have to be replaced by covariant derivatives [29]

∇νΣ = ∂νΣ− µ
(
BνΣ + ΣBT

ν

)
∇νΣ† = ∂νΣ† + µ

(
Σ†Bν +BT

ν Σ†
) (9.1.15)
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9. Leading Order Chiral Perturbation Theory

and the final result for the leading order effective Lagrangian at non-vanishing chem-
ical potential, including a mass term and a diquark term, is thus given by

Leff(Σ) =
F 2

2

{
tr
[
∇νΣ∇νΣ†

]
− 2m2

πRe tr
[
M̂φΣ

]}
. (9.1.16)

9.2. Predictions for the Condensates and the Baryon
Number Density

Next, we want to obtain the predictions for the chiral condensate, the diquark
condensate and the baryon number density coming from the effective Lagrangian
(9.1.16). For this, we need to find the orientation of the condensate in dependence
on the chemical potential, which is in general fixed by the vacuum alignment of the
condensate Σ and is determined by the static part of the effective Lagrangian. It
can be shown that the condensate rotates from a mixed condensate at µ = 0 to a
purely diquark condensate at µ =∞ [29], parameterized by a rotation angle α

Σα ≡ Σc cosα+ Σd sinα , (9.2.1)

where Σc is the chiral condensate and Σd is the diquark condensate at vanishing
chemical potential. For µ = 0 the static part of the effective Lagrangian is completely
determined by the combined mass term, which is minimized for Σ = M †φ and thus
we find the two matrices for the condensates

Σc = M̂ † =

(
0 1
1 0

)
, Σd = Λ̂† =

(
i 0
0 i

)
. (9.2.2)

The boundary values of the rotation angular are given by α ∈
[
φ, π2

]
. To obtain the

dependence of the rotation angular α on the chemical potential, we substitute Σα

into the static part of the Lagrangian and obtain [29]

Lst(Σα) = F 2m2
πNf

[
2µ2

m2
π

(cos(2α)− 1)− 2 cos(α− φ)

]
. (9.2.3)

Minimizing with respect to α gives the equation

4µ2 sinα cosα = m2
π sin(α− φ) , (9.2.4)

which can be solved for α, giving an analytic function α(µ). To obtain the de-
sired predictions, we calculate the vacuum energy, which is given by the effective
Lagrangian at the minimum Σα(µ). After some resorting, we obtain

εvac = −4NfF
2µ2 sin2 α(µ)− 2NfG (m cosα(µ) + j sinα(µ)) , (9.2.5)

from which we arrive at the leading order predictions for the chiral condensate, the
diquark condensate and the baryon number density, given by [29]
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〈
ψ̄ψ
〉

= −∂εvac
∂m

= 2NfG cosα(µ) , (9.2.6)

〈ψψ〉 = −∂εvac
∂λ

= 2NfG sinα(µ) , (9.2.7)

〈nB〉 = −∂εvac
∂λ

= 8NfF
2µ sin2 α(µ) . (9.2.8)

It is easy to see, that chiral perturbation theory at this order predicts the condensate√〈
ψ̄ψ
〉2

+ 〈ψψ〉2 to be independent of the chemical potential. In figure (9.1) we have
plotted these functions for a diquark source of λ = 0.1m. We can see that up to a
critical value of the chemical potential, denoted by µc, the baryon number density
is zero and then increasing with the chemical potential. Around this point, also the
chiral condensate begins to decrease and the diquark condensate begins to increase.
It is visible that the condensate will be a pure diquark condensate for µ = ∞, as
already noted. To get a better insight on the value of µc, we now inspect the limit
of vanishing diquark source λ→ 0.

0.5 1.0 1.5 2.0
μ / mπ

0.2

0.4

0.6

0.8

1.0

<nB>/32NfF
2mπ

<ψψ>/<ψψ>0

<ψψ>/<ψψ>0

Figure 9.1.: Predictions from leading order chiral perturbation theory with a di-
quark source of λ = 0.1m.

From setting λ = 0 it follows that φ = 0 and hence the effective Lagrangian (9.2.3)
is now minimized by [29]

α =

{
0 , 2µ

mπ
< 1

arccos
(
m2
π

4µ2

)
, 2µ
mπ

> 1
.

As for α = 0 the diquark condensate and the baryon density vanish, we find for
the critical chemical potential µc = mπ

2 . Figure (9.2) shows the predictions for the
condensates and the baryon number density at vanishing diquark source. Note that
the non-analytic dependence of the rotation angle α is an indication of a phase
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9. Leading Order Chiral Perturbation Theory

transition at µ = µc with the diquark condensate as order parameter, which will
become more evident by the following symmetry considerations.
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<ψψ>/<ψψ>0

<ψψ>/<ψψ>0

Figure 9.2.: Predictions from leading order chiral perturbation theory at vanishing
diquark source.

Let us summarize the spontaneous symmetry breaking induced by the chiral con-
densate and the diquark condensate at non-vanishing chemical potential:

Symmetry at µ 6= 0:

SU(Nf )L × SU(Nf )R × U(1)B ⇒ Σc → SU(Nf )V × U(1)B

Σd → SO(Nf )V

As we still consider a non-vanishing quark mass, the symmetries which are broken
by the chiral condensate are already broken explicitly, therefore the corresponding
Goldstone bosons will be massive. Whereas for vanishing diquark source we have an
exclusive spontaneous symmetry breaking of baryon number conservation and also
from SU(Nf )V to SO(Nf )V , inducing massless Goldstone bosons into the system.
Thus, it is obvious that the system undergoes a phase transition at µ = µc, where
diquarks start to condense. If a diquark source term is included into the effective
Lagrangian, the remaining symmetry of the system is SO(Nf )V for all values of
the chemical potential and hence there is only one phase. By fitting the predictions
(9.2.6)-(9.2.8) to our numerical data, we can obtain the value of the critical chemical
potential µc for the systems of our simulations. Lastly, for a better intuition we
visualized the dependence of these predictions on the chemical potential and the
diquark source in figure (9.3).
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Figure 9.3.: Dependence of the diquark condensate (top), the chiral condensate
(middle) and the baryon number density (bottom) on the chemical
potential and the diquark source.
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9.3. Predictions for the Goldstone Spectrum

Lastly, we will consider the predictions of leading order chiral perturbation theory
for the masses and the degeneracies of the (pseudo) Goldstone bosons. Again, we
first inspect the general case of a non-vanishing diquark source and then take the
limit λ→ 0. The whole Goldstone manifold given by the coset SU(2Nf )/SO(2Nf ),
corresponding to the fluctuations of the condensate Σ around its vacuum value Σα,
can be parameterized by applying the rotations [29]

Σ = VαUΣcU
TV T

α (9.3.1)

U = exp

(
iΠ

2F

)
, Π = πa

Xa√
2Nf

, V 2
α = exp (iαX2) , (9.3.2)

where the Goldstone modes are described by the fields πa, the matrices Xa are the
generators of the coset SU(2Nf )/SO(2Nf ) and F is the pion decay constant. The
matrix Vα is used to express the parameterization (9.2.1) in another way [29]

Σα = VαΣcV
T
α , (9.3.3)

where the chiral condensate Σc is rotated into a diquark condensate Σd by the
generator X2. It can be shown that the Goldstone matrix Π can be split up into
Nf ×Nf blocks with the following properties [29]

Π =

(
P T Q
Q† P

)
, (9.3.4)

trP = 0 , P † = P , QT = Q . (9.3.5)

The quark-antiquark modes belong to the P modes and the (anti-)diquark modes
belong to the Q(†) modes. The number of independent components of the matrices
P and Q is equal to the degeneracies of the Goldstone modes. Using the properties
(9.3.5), one can count them in dependence of the number of quark flavors Nf

NP = N2
f − 1 , (9.3.6)

NQ = Nf (Nf + 1) . (9.3.7)

To obtain the leading order predictions of the spectrum of the Goldstone modes, the
parameterization of the condensate (9.3.1) is plugged into the effective Lagrangian,
which then is expanded up to second order in the Goldstone matrix Π

U =

(
1 +

iΠ

2F
− Π2

4F 2
+ · · ·

)
(9.3.8)

and finally one uses a Fourier decomposition of the Goldstone fields to obtain the
dispersion laws. This procedure is lengthy and thus we here only state the final
results for the dispersion laws, for which also the projections
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PS =
1

2

(
P + P T

)
PA =

1

2

(
P − P T

)
(9.3.9)

QR =
1

2

(
Q+Q†

)
QL =

1

2

(
Q−Q†

)
(9.3.10)

are used. Refer for details to [29]. For the number of independent components of
the projected P and Q modes it can be found that

NPA =
Nf (Nf − 1)

2
, (9.3.11)

NPS =
Nf (Nf + 1)

2
− 1 , (9.3.12)

NQR = NQI =
Nf (Nf + 1)

2
. (9.3.13)

Let us now state the final result for the dispersion laws of the Goldstone modes

PA ⇒ E2 = ~p2 +m2
π

(
4µ2

m2
π

+
sinφ

sinα

)
PS ⇒ E2 = ~p2 +m2

π

(
4µ2

m2
π

cos2 α+
sinφ

sinα

)
Q̃ ⇒ E2 = ~p2 +m2

π

sinφ

sinα
+ 2µ2

(
1 + 3 cos2 α

)
− 2µ

√
µ2 (1 + 3 cos2 α)2 + 4 cos2 α

(
~p2 +m2

π

sinφ

sinα

)
Q̃† ⇒ E2 = ~p2 +m2

π

sinφ

sinα
+ 2µ2

(
1 + 3 cos2 α

)
+ 2µ

√
µ2 (1 + 3 cos2 α)2 + 4 cos2 α

(
~p2 +m2

π

sinφ

sinα

)
,

(9.3.14)

where Q̃ and Q̃† are independent linear combinations of QR and QI . In figure (9.4)
we have plotted the masses of the Goldstone bosons at a diquark source of λ = 0.1m.
Notice that the meson modes P are degenerate up to the critical chemical poten-
tial µc, whereas here the diquark modes Q̃ and the antidiquark modes Q̃† split up
according to their baryon charges of b = ±2. For µ > µc the meson modes P also
split up and become degenerate with (anti-)diquark states for large values of the
chemical potential. We stress again that there are no true Goldstone bosons due
to the explicit symmetry breaking. Next, we turn to the spectrum for vanishing
diquark source, where we have true Goldstone bosons.
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Figure 9.4.: Predictions from leading order chiral perturbation theory with a di-
quark source of λ = 0.1m.

The spectrum for µ > µc at vanishing diquark source can be obtained by setting
φ = 0 in equations (9.3.14), but for µ < µc one has to do a separate calculation as
we now have a phase transition at µc and the residual symmetry for µ < µc is given
by SU(Nf )V × U(1)B. In this phase the dispersion laws for the Goldstone modes
are given by [29]

P ⇒ E =
√
~p2 +m2

π

Q ⇒ E =
√
~p2 +m2

π + 2µ

Q† ⇒ E =
√
~p2 +m2

π − 2µ

(9.3.15)

These dispersion laws explicitly show the splitting of the modes in dependence on
their baryon charges b = 0,±2. A combined plot showing the masses of the Gold-
stone bosons for the two distinct phases is given in figure (9.5). A true Goldstone
mode, induced by the spontaneous symmetry breaking of baryon number conserva-
tion, is now visible in the diquark condensation phase for µ > µc.
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Figure 9.5.: Predictions from leading order chiral perturbation theory at vanishing
diquark source.
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10. Numerical Results

The numerical results obtained from our lattice simulations shall now be presented.
We will start with a discussion on the possibility of using real pseudofermions to re-
duce the number of continuum quark flavors, motivated in section {6.1}. Then, first
results of the condensates and the quark number density at non-vanishing chemical
potential are presented. We compare the diquark condensate of a two flavor and a
four flavor simulation. The influence of the Z(2) monopole density will be discussed,
leading to a new choice of lattice parameters for our final simulation. This simu-
lation will show the need to renormalize the chiral condensate. Furthermore, the
meson spectrum at finite density for both simulations is investigated.

The numerical results were produced using the OpenCL code from Lukas Holicki
and the CUDA code from Dominik Smith, both capable of LQC2D Monte Carlo
simulations with (rooted) staggered quarks.

Note that from lattice simulations we only obtain dimensionless quantities. Every
physical quantity is multiplied by a corresponding order of the lattice spacing a. For
example, we do not measure

〈
ψ̄ψ
〉

in lattice simulations but a3
〈
ψ̄ψ
〉
. Furthermore,

the parameters of the fermion action, which we regulate, have a factor of the lattice
spacing, m → am and µ → aµ, whereas the inverse coupling β and the diquark
source λ are already dimensionless. For clarity, we do not explicitly show these
factors of the lattice spacing a in this section.

10.1. Real Pseudofermions

We measured the Polyakov loop expectation value for a 203× 8 lattice with a quark
mass of m = 0.15 at vanishing chemical potential µ and diquark source λ. To
check if we really reduce the number of flavors, we run the calculations with real
and complex pseudofermions, which should correspond to four and eight quark fla-
vors, respectively. Furthermore, we checked if the rescaling of the fermion action,
and therefore of the fermion force, by a factor of 1

2 as suggested by [7] might have
the same effect as using real pseudofermions. Remember that we do not gener-
ate real pseudofermions directly, but instead use real η for the generation of the
pseudofermions so that they have the same number of degrees of freedom as real
pseudofermions. The results are shown in figure (10.1), where we also compare them
to a four flavor calculation obtained by using the rational HMC.
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Figure 10.1.: The Polyakov loop for Ns = 20, Nt = 8, m = 0.15, µ = 0 and λ = 0.

From figure (10.1) we see that using real pseudofermions or rescaling by 1
2 actually

has the same result. However, they do not agree with the Polyakov loop obtained
by using the rational HMC to reduce to Nf = 4. Still, they do not lie on the
resulting curve from using complex fermions either. We conclude that we neither
obtain a theory of Nf = 4 nor remain at the theory of Nf = 8 quark flavors.
From an additional calculation of the Polyakov loop we found that the rescaling
factor of 1

2 can be compensated by adjusting the standard deviation of the Gaussian
distribution for the generation of the η from σ = 1√

2
to σ = 1, giving the Nf = 8 case

again. Hence, the number of quark flavors can not be reduced by simply using real
pseudofermions or rescaling the fermion action by 1

2 . An explanation for this can
be found by noticing that using real η changes the measure of the pseudofermions.
Remember that, when using pseudofermions to express the fermion determinant,
the expectation value of an operator is given by

〈O〉 =
1

Z

∫
DU

∫
CNc×CNc

[
Dφ†Dφ

]
O
(
U,D−1

)
e−SG[U ]−SF [φ,φ†,U ] . (10.1.1)

As the integral of the pseudofermions is over the whole complex space, we can treat
them as a constant background field during the integration of the link variables
and update them only at the beginning of the molecular dynamics trajectory, as
already mentioned in section {4.2}. In the case of complex η the pseudofermions
get generated over the whole complex space through φ = D(U)η, where the current
gauge field configuration does not matter. We have

D(U) : CNc → CNc ∀U . (10.1.2)

If we go over to real η, the gauge field configuration becomes important in the
generation of the pseudofermions and now we have
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D(U) : RNc → A(U) ⊂ CNc , (10.1.3)

according to the reduction of the fermionic degrees of freedom. The expectation
value of an operator changes in the same manner

〈O〉 =
1

Z

∫
DU

∫
V (U)

[
Dφ†Dφ

]
O
(
U,D−1

)
e−SG[U ]−SF [φ,φ†,U ] , (10.1.4)

with V (U) ⊂ CNc×CNc . The pseudofermion integral is reduced to a subspace of the
complex space which depends on the current gauge field configuration. This means
that we can not treat the pseudofermions as a constant background field anymore
as a change of a single link variable U → U ′ can cause the φ ∈ A(U), created at the
beginning of the molecular dynamics trajectory, to lie outside of the resulting new
A(U ′): φ /∈ A(U ′). Hence, the reduction of the number of fermionic degrees of free-
dom is not guaranteed to maintain during the molecular dynamics trajectory. After
updating a single link variable, we would need to recalculate the pseudofermions,
making the HMC algorithm not feasible.

Based on this first finding, we decided to use the rational HMC for our simulations
at finite density, reducing to Nf = 2 quark flavors.

10.2. Simulating inside the Bulk Phase

Our first simulations at non-vanishing chemical potential were done on aNs = 12 and
Nt = 24 lattice, at an inverse coupling of β = 1.5 and a quark mass of m = 0.025. We
used two different diquark sources λ = 0.0025, 0.005. These are the same parameters
as in [1] for a Nf = 4 quark flavor study. The results for the flavor-normalized
condensates and the flavor-normalized quark number density are shown in figures
(10.2) and (10.3).
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Figure 10.2.: The diquark condensate (left panel) and the chiral condensate
(right panel).
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Figure 10.3.: The quark number density.

These results look very similar to the expectations from leading order chiral per-
turbation theory (see section {9.2}). We see a non-vanishing diquark condensate at
µ = 0 due to the explicit symmetry breaking of the included diquark source term.
The diquark condensate and the quark number density begin to increase at a critical
value of the chemical potential µc, where the chiral condensate begins to decrease.
To obtain the according value of µc, we fitted our numerical data to the expecta-
tions from leading order chiral perturbation theory, equations (9.2.6)-(9.2.8). The
resulting fits for both diquark sources λ are shown in figure (10.4) and the results
for the fit parameters are shown in table (10.1).
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Figure 10.4.: Fits to leading order chiral perturbation theory for λ = 0.0025
(left panel) and λ = 0.005 (right panel).

λ 2G 8F 2 µc m χ2/DOF

0.0025 0.41135(88) 0.3430(68) 0.18889(45) 0.02527(13) 1.93

0.0050 0.41235(73) 0.3335(46) 0.18931(47) 0.02547(15) 3.64

Table 10.1.: The resulting fit parameters.
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We obtain similar fit parameters for both λ, the χ2/DOF is not that much larger
than 1 and the quark mass is close to its lattice value of m = 0.025, indicating
the goodness of the fits. Notice that a deviation of the data from the fit becomes
visible at large chemical potential. This can be explained with next to leading order
chiral perturbation theory, from which follows that the combined condensate is not
independent of µ anymore [33]. A rising combined condensate at large µ is also found
in a quark-meson-diquark model study [34]. Chiral perturbation theory predicts the
connection between the critical chemical potential µc and the pion mass as µc = mπ

2
(see section {9.2}), which is still true beyond leading order. To check this connection,
we have measured the pion correlator at vanishing chemical potential (channel 2
from section {8}) and extracted the pion mass from it by employing a single-cosh
fit. The correlation functions with the resulting fits are shown in figure (10.5) and
the pion masses are listed in table (10.2), where we also show the corresponding µc.
The two values in the brackets account for the statistical and the total error. We
approximated the systematic error by varying both ends of the fit interval by ±1 and

combined the statistical and systematic error quadratically σtot =
√
σ2

stat + σ2
sys.
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Figure 10.5.: Fits to the pion correlator for λ = 0.0025 (left panel)
and λ = 0.005 (right panel).

λ mπ µc

0.0025 0.3774(03)(11) 0.1887(02)(06)

0.0050 0.3791(06)(16) 0.1896(03)(08)

Table 10.2.: The extracted pion masses and corresponding critical chemical
potentials.

The obtained values for µc from the chiral perturbation theory fits and from the
pion correlators are in perfect agreement. In figure (10.6) we show the results for
the Polyakov loop and the Z(2) monopole density. The Polyakov loop is constant
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within the errorbars over the whole range of µ, but close to zero. It obtains its small
finite value from the dynamical quarks due to the string breaking, as explained in
section {2.6}, and the finite volume. The Z(2) monopole density is very large for all
values of µ at which we simulated, meaning that we are deep inside the unphysical
bulk phase. Thus, even though the obtained results look really good and match
chiral perturbation theory predictions, the influence of the artificial bulk phase on
the physical behaviour of the system is unclear. Due to this result, we decided
to run a simulation at a smaller Z(2) monopole density, leading to different lattice
parameters. The choice of the new lattice parameters is explained in the next section
{10.3}, where we also show the obtained results. To explain the increase in the Z(2)
monopole density at large µ we also refer to this section.
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Figure 10.6.: The Polyakov loop (left panel) and the Z(2) monopole density
(right panel).

Furthermore, we compare our Nf = 2 flavor result of the diquark condensate to
the Nf = 4 flavor result in [1], shown in figure (10.7), where we also include our
fit to leading order chiral perturbation theory to guide the eye. Notice the different
normalization of the diquark condensate for comparison. We see that the flavor-
normalized diquark condensate for less flavors is larger at all values of µ simulated
here.
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Figure 10.7.: The flavor dependence of the flavor-normalized diquark condensate.
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Lastly, we measured the correlation functions for the four channels from section
{8} in dependence of the chemical potential and extracted the according particle
masses. We were not able to extract the masses of the anti-diquarks from channel
3 and 4 from the double-cosh fits (8.3.10) as their contribution becomes suppressed
with increasing chemical potential according to the factor of e−aµ and mixes with
higher excitations. To have good statistics, we generally used Nq = 16 point sources
randomly distributed over the t = 0 timeslice. In the case that this still was not
enough, we increased to Nq = 32 or even Nq = 48 point sources. We will now present
the results for both values of the diquark source in parallel and later compare them
to each other. We start with an overview of the four channels with masses extracted
from single-cosh fits in figure (10.8), here we only show the total error for better
visibility.
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Figure 10.8.: An overview of the masses of the four channels in dependence of the
chemical potential for λ = 0.0025 (left panel) and λ = 0.0050 (right
panel).

We see that the masses of the pseudoscalar modes π and εqq behave very similar.
They stay constant until the critical chemical potential is reached and then start to
decrease. The masses of the scalar modes f0 and qq are nearly degenerated until
the mass of the f0 meson begins to increase at the critical chemical potential. This
can be understood by remembering table (7.1). If we suppose that the Goldstone
modes induced from the chiral condensate rotate into the respective Goldstone mode
induced from the diquark condensate, just like the condensate themselves do (see
equation (9.2.1)), we can introduce the following two linear combinations of the
correlators of our four channels [1]:

f0/qq:
1
2

(
χT τ2χ+ χ̄τ2χ̄

T
)

cosα+ χ̄χ sinα

π/εqq: χ̄εχ cosα+ 1
2

(
χT τ2εχ+ χ̄τ2εχ̄

T
)

sinα

The angle α depends on the chemical potential and is given by solving equation
(9.2.4). Note that we were able to apply a double-cosh-fit to the f0/qq mode, where
the lower mass was equal to the mass of the pure qq mode, so that we plot only the
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higher mass in the following. In figure (10.9) we show the results along with the
leading order chiral perturbation theory predictions of the Ps, Q̃ and Q̃† mode from
section {9.3}.
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Figure 10.9.: The masses of the linear combinations and the scalar diquark mode
in dependence of the chemical potential for λ = 0.0025 (left panel)
and λ = 0.0050 (right panel) along with their respective leading order
chiral perturbation theory prediction.

Before we discuss these results, let us show the comparisons between the results for
λ = 0.0025 and λ = 0.0050 as they give a better insight at the separate channels, see
figure (10.10) to (10.12). We find that the deviations from the leading order chiral
perturbation theory predictions become larger for increasing chemical potential. It
can be found that the term proportional to µ2 in the effective Lagrangian, which
gives the quark number density, also enters in the predictions of the Goldstone
modes, thus the deviations of the quark number density at large µ in figure (10.4)
is connected to the deviations of the Goldstone modes seen here [1]. The obtained
masses for the scalar diquark match their predictions quite well until the deviations
become significant. Same goes for the pseudoscalar diquark and the pion. The pion
decrease is a little bit too late, which might be corresponding to the neglecting of
disconnected diagrams. The combined π/εqq mode shows a better agreement around
the critical chemical potential as it here begins to be dominated by the contribution
of the pseudoscalar diquark. The combined f0/qq mode is very similar for both
values of the diquark source, as also the prediction is, but for both λ from the
critical chemical potential on it deviates hugely from the prediction. Again, this
might be due to the neglecting of the disconnected diagrams for the purely f0 mode
which dominates the combined f0/qq mode at large chemical potential.

76



10.2. Simulating inside the Bulk Phase

0.0 0.5 1.0 1.5 2.0 2.5 3.0
μ/μc0.0

0.1

0.2

0.3

0.4
mqq

λ=0.0050
λ=0.0025

0.0 0.5 1.0 1.5 2.0 2.5 3.0
μ/μc

0.1

0.2

0.3

0.4
mπ

λ=0.0050
λ=0.0025

Figure 10.10.: The scalar diquark (left panel) and the pion (right panel) for both
values of the diquark source.
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Figure 10.11.: The pseudoscalar diquark (left panel) and the scalar meson (right
panel) for both values of the diquark source.
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Figure 10.12.: The mass of the π/εqq mode (left panel) and the mass of the f0/qq
mode (right panel) for both values of the diquark source.
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10.3. A First Step for Leaving the Bulk Phase

After noticing the large value of the Z(2) monopole density for the used parameters
of the last section, we wanted to run a simulation outside the artificial bulk phase.
For this, we will now use the improved gauge action (2.4.11) as we saw in section
{2.7} that it suppresses the Z(2) monopole density. Furthermore, we need to increase
the inverse coupling β to further reduce the Z(2) monopole density and increase the
lattice volume to suppress finite volume effects, as explained in section {2.7}. We
decided to use a lattice volume of 163×32 and a quark mass of m = 0.01 to keep the
computing time endurable. At this lattice size and quark mass, we found the inverse
coupling of β = 1.7 to be a good compromise as for µ = 0 the Z(2) monopole density
is about 0.27 and the lattice volume is large enough so that the scalar meson and the
pion are not degenerated due to finite size effects (see figure 10.13). Furthermore,
the pion and the scalar meson, as well as the ρ meson and the a1 meson, are not
degenerate at this inverse coupling, meaning that chiral symmetry is broken. Hence
at vanishing chemical potential we simulate inside the confined regime.
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Figure 10.13.: The meson masses in dependence of the inverse coupling β [6].

This time, we used three values of the diquark source λ = 0.001, 0.0025, 0.005 to be
able to do a meaningful extrapolation λ→ 0. See figure (10.14) and (10.15) for the
resulting flavor-normalized condensates and quark number density.
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Figure 10.14.: The diquark condensate (left panel) and the chiral condensate
(right panel).
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Figure 10.15.: The quark number density.

First, notice that the quark number density saturates at µ = 1.1. Saturation is
a lattice artifact, here the maximal number of quarks possible on the lattice is
reached, given by ns = 2NcNfV . Due to our normalization factor of the quark
number density, it saturates at one, see equation (6.3.2). In the continuum there is
no limit on the rise of the quark number density with the chemical potential. Thus,
starting from the inflection point of the lattice quark number density, the physical
behaviour of the lattice system is greatly disturbed and simulations in this regime
are not meaningful. This explains the rapid fall of the diquark condensate, starting
at µ = 1.0. Notice the strange decrease of the chiral condensate, starting around
µ = 0.3, which we expect to be due to a UV-divergent contribution to the chiral
condensate. Remember, a larger inverse coupling effects a smaller lattice spacing,
that is why we did not see this effect in the simulations of the previous section
at a smaller value of β. Hence we now need to investigate a renormalized chiral
condensate without the UV-divergent contribution. It has been shown in [35] that
renormalization can be achieved with the help of the chiral susceptibility. The chiral
condensate and the chiral susceptibility are expected to behave like
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〈
ψ̄ψ
〉
mq

=
〈
ψ̄ψ
〉

0
+ c2mq +

cUV
a2

mq +O(m3
q) , (10.3.1)

χmq = c2 +
cUV
a2

+O(m2
q) . (10.3.2)

Notice that both quantities also contain an additional constant c2, next to the UV-
divergent contribution with constant cUV . Both constants can be removed from the
chiral condensate by defining the subtracted chiral condensate

Σ =
〈
ψ̄ψ
〉
mq
−mqχmq . (10.3.3)

The susceptibility splits up in a connected and a disconnected contribution, where it
has been found that the UV-divergent contribution mainly belongs to the connected
part [35]. Thus, here we only calculate the connected chiral susceptibility, given by
[6]

χcon =
1

V

Nf

4
tr
(
D−2

)
, (10.3.4)

and investigate the connected susceptibility subtraction

Σcon =
〈
ψ̄ψ
〉
−mχcon. (10.3.5)

Notice that in this initial study we neglect a possible explicit dependence of the
connected chiral susceptibility on the diquark source λ. It only depends on λ through
the used gauge configurations. In figure (10.16) we show the results for the diquark
source of λ = 0.005 over the whole range of the chemical potential. Notice the large
fluctuations in the chiral susceptibility due to the double inversion of the Dirac
matrix in its calculation. Starting from µ > 0.2, the chiral susceptibility is very
close to the chiral condensate, leading to a renormalized condensate consistent with
zero. For µ < 0.2, we expected to see the decrease of the chiral condensate according
to chiral perturbation theory predictions which can not be seen really good in this
results.

0.2 0.4 0.6 0.8 1.0 1.2
μ

0.005

0.010

0.015

0.020

<ψψ>/Nf

mχcon
/Nf

0.2 0.4 0.6 0.8 1.0 1.2
μ

-0.006

-0.004

-0.002

0.002

0.004

0.006

Σcon
/Nf

Figure 10.16.: The chiral condensate and mass times the connected chiral suscep-
tibility (left panel) and the resulting renormalized chiral condensate
(right panel) for λ = 0.005.
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For further investigation, we measured the chiral susceptibility for all three values
of the diquark source up to µ = 0.3 to check its implicit dependence on λ and
exploring if the expected behaviour of the renormalized condensate in the λ → 0
limit can be seen. The results are shown in figures (10.17) to (10.19), where we
also show the condensates and the quark number density for this limited range of
the chemical potential. We only include the linear extrapolation to λ = 0 for the
diquark condensate as for the other observables it is consistent with the result for
λ = 0.001.
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Figure 10.17.: The diquark condensate (left panel) and the chiral condensate
(right panel).
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Figure 10.18.: The quark number density.
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Figure 10.19.: Mass times the connected chiral susceptibility (left panel) and the
renormalized chiral condensate (right panel).

In figure (10.20) we combine the λ = 0 results for the renormalized chiral condensate,
the diquark condensate and the quark number density. Note that we have joined
the points by lines for a better visualization of the data, these are no fitting curves.
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Figure 10.20.: The results for the λ→ 0 extrapolated diquark condensate, renor-
malized chiral condensate and quark number density.

The quark number density shows the expected rise at some critical value of the
chemical potential µc. We still find an unexpected decrease of the renormalized
chiral condensate which does not match to the chiral perturbation theory prediction.
This might be due to the bump of the chiral susceptibility around µ = 0.15, which
we suggest to come from a contribution of the singular part of the scaling function.
In general, the scaling behaviour of the chiral susceptibility at the phase transition
due to the singular part of the scaling function is given by χ ∼ |z|γ with the reduced
chemical potential z = (µ− µc)/µc and the critical exponent γ, resulting in a peak
around the critical chemical potential µc. Note that it has been seen that the singular
part of the scaling function only contributes to the disconnected part of the chiral
susceptibility at µ = 0 for the chiral transition [6]. From this scaling considerations
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10.3. A First Step for Leaving the Bulk Phase

it follows that the peak height should increase when the diquark source λ is reduced.
Due to the large errorbars, we can neither refute nor confirm this, which might also
be due to the neglecting of the explicit dependence on λ. In a finite volume the
peak height of the chiral susceptibility at a phase transition is restricted by a spatial
volume dependent factor. Thus, for smaller spatial volumes the observed bump of
the chiral susceptibility should vanish, if this bump really comes from the singular
part of the scaling function. In figure (10.21) the results for the chiral susceptibility
and the chiral condensate are shown for different spatial lattice sizes Ns, where again
points have been joined for a better visualisation. The vanishing of the bump in the
chiral susceptibility is visible, confirming our suggestion.
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Figure 10.21.: Spatial volume dependence of the connected chiral susceptibility
(left panel) and the chiral condensate (right panel). The value of
µc for rescaling the x-axis was determined by measuring the pion
correlator at µ = 0 and extracting the pion mass: µc = mπ

2 .

At Ns = 8 the chiral susceptibility sharply drops already before the critical chemical
potential is reached, which we think is due to large volume effects at this small spatial
volume. Before we discuss the behavior of the chiral condensate in dependence of
the spatial volume, we stress the decrease of the pion mass with increasing spatial
volume, see table (10.3).

Ns 8 12 14 16

mπ 0.817(32)(45) 0.418(28)(35) 0.319(10)(11) 0.2856(51)(61)

Table 10.3.: The pion mass in dependence of the spatial lattice size Ns.

Generally, the smearing of the sharpness of a phase transition is driven by a Boltz-
mann factor, which in this case is given by

exp

(
mπ − 2µ

T

)
= exp

(
mπ

T

(
1− µ

µc

))
, (10.3.6)

where (1 − µ/µc) is the distance from the transition point and the temperature
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T is fixed due to the fixed time extend Nt. Therefore, the ratio mπ/T governs
the sharpness of the phase transition so that for increasing pion mass the phase
transition becomes sharper. Again, at Ns = 8 large volume effects are visible as
the chiral condensate sharply drops already before the critical chemical potential
is reached. For Ns = 14 and Ns = 16 the chiral condensate is nearly the same
due to the small difference in the pion mass for these two spatial volumes. As the
pion mass for Ns = 12 is larger than at Ns = 14 and Ns = 16, the decrease of
the chiral condensate around the critical chemical potential is sharper. We think
that the ratio mπ/T also influences the peak position of the chiral susceptibility
which moves to larger values of µ/µc for larger spatial volumes, as seen in figure
(10.21). From this observations, we conclude that the connected part of the chiral
susceptibility can not be used to renormalize the chiral condensate at non-vanishing
chemical potential. For this, different methods have to be employed. Here, we will
investigate a simple model of the UV-divergent contribution in equation (10.3.2)
to obtain the renormalized chiral condensate. The chiral condensate is expected
to be constant until the critical chemical potential is reached, thus we also model
the UV-divergent contribution by a constant cm in this interval which is given by
the value of connected chiral susceptibility at vanishing chemical potential. From
figure (10.22) we can see that both, the chiral condensate and the connected chiral
susceptibility, become zero at µ1 = 1.05.
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Figure 10.22.: The connected chiral susceptibility and the chiral condensate.

Consequently, we will set our model equal to zero for µ ≥ µ1. For the interval
µc < µ < µ1 we employ the simplest case of a straight line. Hence, our model of the
UV-divergent contribution is given by equation (10.3.7) and shown in figure (10.23).

(cUV
a2

mq

)
model

(µ) =


cm µ ≤ µc
cm

(
1− µ−µc

µ1−µc

)
µc ≤ µ ≤ µ1

0 µ1 ≤ µ
(10.3.7)
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Figure 10.23.: The model of the UV-divergent contribution (left panel) and the
resulting renormalized chiral condensate (right panel).

We see that the renormalized chiral condensate decreases already before µc, which
is believed to be due to the same reasonings as for the bare chiral condensate, ex-
plained earlier. Furthermore, a huge bump in the range of 0.25 < µ < 1.0 is visible.
It is yet unclear if this bump is an artifact or physically meaningful. We will re-
fer to a physical suggestion in the following after studying the diquark condensate.
Closing, due to the bump and the small mπ/T ratio at this lattice parameters, we
are still not able to fit the prediction of leading order chiral perturbation theory to
our modelled renormalized chiral condensate. For an improvement of this situation,
a better model could be developed and the time extent of the lattice could be in-
creased, where the latter is computational costly.

Now, instead of doing a combined fit to the chiral perturbation theory predictions,
we only fit the diquark condensate in the interval µ ∈ [0.125, 0.225] to its λ = 0
prediction, given by 〈ψψ〉 =

〈
ψ̄ψ
〉

0

√
1− (µc/µ)4 for µ > µc and zero otherwise. The

result is combined in figure (10.24). The critical chemical potential obtained from
this fit is consistent with the critical chemical potential obtained from measuring the
pion mass: µc = 0.1428(26)(31). The fitting value of

〈
ψ̄ψ
〉

0
is not consistent with the

value of the renormalized chiral condensate at µ = 0, given by
〈
ψ̄ψ
〉

0
= 0.00204(48).

Notice also that the large increase of the diquark condensate, beginning at µ = 0.225,
is a huge deviation from the chiral perturbation theory prediction. This has also
been seen in [36] and argued to be due to a BEC-BCS crossover transition. Coming
back to the observed bump in our modeled renormalized chiral condensate, one could
suggest that this bump is also due to the BEC-BCS crossover transition. To clarify
this, more investigations are needed as the used model might just be too simple.
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Figure 10.24.: The resulting fit of the λ = 0 diquark condensate to the chiral
perturbation theory prediction.

The obtained results for the Polyakov loop and the Z(2) monopole density are shown
in figure (10.25).
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Figure 10.25.: The Polyakov loop (left panel) and the Z(2) monopole density
(right panel).

The Z(2) monopole density increases with µ and saturates at µ = 1.1, as the quark
number density. We suppose that in the saturated regime the system corresponds to
that obtained by pure gauge theory as there are no fermionic degrees of freedom any
more. Thus, the difference in the Z(2) monopole density between µ = 1.1− 1.3 and
µ = 0 is the same as between pure gauge theory and including dynamical fermions at
µ = 0, which we confirmed with the data of figure (2.3). Again, the Polyakov loop is
constant within the errorbars over the whole range of µ. In comparison, it has been
seen in simulations with Wilson fermions [37] and also in an effective Polyakov loop
model study [38], that the Polyakov loop has a peak at the reflection point of the
quark number density. As the Z(2) monopole does, we expected the Polyakov loop
to show quenching effects, too, but these are not visible. To obtain more insight,
we also measured the local Polyakov loop distribution. We show the distribution for
three values of the chemical potential, but it is consistent at all values of µ, see figure
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(10.26), and does not make any quenching effects visible either. Consequently, we
measured the value of the Polyakov loop in pure gauge theory 〈P 〉 = 0.012896(29)
which is consistent within the errorbars with our results in the unquenched case.
We conclude that finite volume effects overshadow the difference of the quenched
and unquenched cases.
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Figure 10.26.: The local Polyakov loop distribution.

We measured the correlation functions for the four channels from section {8} in
dependence of the chemical potential. Let us first show the results for the three
values of the diquark source in parallel and at the end illustrate the λ-dependence.
When we tried to extract the masses of the meson channels 1 and 2, we found that
an oscillatory contribution, which becomes large for µ > µc, pollutes the correlation
functions. Thus, we employed a double-cosh fit, where one cosh is multiplied by
(−1)t to filter out the oscillation. See figure (10.27) for an overview of the extracted
masses of the four channels, where we joined points and showed only the total error
for better visualisation. Notice the large errors for µ > µc in the meson channels
due to the oscillatory contribution.

We find a quite different behaviour for the spectrum than in section {10.2}. Only
the scalar diquark behaves as seen before. The pseudoscalar diquark mass now
begins to decrease with increasing chemical potential, becoming degenerated with
the scalar diquark mass at large µ. The pion mass is still constant until the critical
chemical potential is reached, but then begins to increase. The scalar meson still first
decreases with increasing chemical potential, but is not degenerated with the scalar
diquark in this regime any more, and then starts to increase. The non-degeneracy
of the scalar meson and the scalar diquark for µ < µc might be due to the non-
degeneracy of the pion and the scalar meson at vanishing chemical potential. Still,
the slope of the scalar meson and the scalar diquark seem very similar for µ < µc.
One could suggest, that the scalar meson becomes degenerate with the pion at large
chemical potential. Due to this different behaviour, the introduced combined modes
from section {10.2} do not give any meaningful results. For small chemical potentials
we can still obtain the mass of the Q̃† mode by fitting the correlation function of
the purely anti-diquark state q̄q̄ to equation (8.3.4).
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Figure 10.27.: The extracted masses of the meson modes and diquark modes in de-
pendence of the chemical potential for λ = 0.0050 (top), λ = 0.0025
(middle) and λ = 0.0010 (bottom).

We compare the scalar diquark, the scalar anti-diquark and the pion to the leading
order chiral perturbation theory predictions, see figure (10.28).

Note that here we compare the pion to the PA mode, instead of the PS mode.
Remember that the pattern of symmetry breaking on the lattice corresponds to
the pattern of symmetry breaking of any color QCD with quarks in the adjoint
representation. Studying leading order chiral perturbation theory for two-color QCD
with quarks in the fundamental representation, one will find that the PA mode and
the PS mode interchange [29]. Thus, a naive suggestion would be that our lattice
spacing a is now already small enough to be able to observe the continuum pattern
of symmetry breaking, instead of the lattice pattern of symmetry breaking. This
suggestion needs further inspection.
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Figure 10.28.: Comparing the scalar diquark, the scalar anti-diquark and the pion
to their leading order chiral perturbation theory predictions for
λ = 0.0050 (top), λ = 0.0025 (middle) and λ = 0.0010 (bottom).
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Finally, let us illustrate the dependence on the diquark source of the measured
modes, see figures (10.29) to (10.31).
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Figure 10.29.: The scalar diquark (left panel) and the pion (right panel) for three
values of the diquark source.

0.5 1.0 1.5 2.0
μ/μc

0.1

0.2

0.3

0.4

mϵqq

λ=0.0050
λ=0.0025
λ=0.0010

0.5 1.0 1.5 2.0
μ/μc

0.2

0.4

0.6

0.8

mf0

λ=0.0050
λ=0.0025
λ=0.0010

Figure 10.30.: The pseudoscalar diquark (left panel) and the scalar meson (right
panel) for three values of the diquark source.
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Figure 10.31.: The scalar anti-diquark for three values of the diquark source.
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11. Conclusion and Outlook

In this work, an introduction into lattice Monte Carlo simulations of QCD was given,
which are able to give insight into the confined regime, where perturbative methods
are not applicable. It has been shown how the fundamental degrees of freedom of
QCD, quarks and gluons, are implemented on the lattice and the used algorithm
to calculate expectation values has been introduced. We focused on simulations at
non-vanishing baryon chemical potential. Here, lattice QCD suffers from the sign-
problem and thus we decided to simulate two-color QCD, where the fermion deter-
minant is real at non-vanishing chemical potential due to the pseudo-reality of the
generators of SU(2) in the fundamental representation. Two-color QCD exhibits the
properties of confinement and diquark condensation and is thus treated as a QCD-
like theory, which should give insight into the phase diagram of full three-color QCD.
We were able to successfully introduce a diquark source term into the lattice fermion
action, which allows for a study of the spontaneous breaking of baryon number con-
servation at non-vanishing chemical potential.
First, we tried to reduce the simulated number of quark flavors by using real pseudo-
fermions in the HMC algorithm. A comparison with results using rooted-fermions
showed a huge difference. We found that a reduction of quark flavors by using
real pseudofermions needs further adjustments of the HMC algorithm, which are
computationally costly and hence we decided to use two flavors of rooted staggered
fermions.
A simulation at finite chemical potential was done on a medium size lattice 123×24
at a relatively small inverse coupling β = 1.5. We found a good agreement of our re-
sults with predictions from leading order chiral perturbation theory. The prediction
for the critical chemical potential of diquark condensation µc = mπ

2 was confirmed.
The Goldstone meson spectrum was studied and found to generally agree with lead-
ing order chiral perturbation theory predictions, but showed huge deviations at large
chemical potential. The measurement of the Z(2) monopole density revealed that
we simulated deep inside the artificial bulk phase, where lattice artifacts have a huge
influence on physical processes. Hence, we decided to run another simulation as far
outside the bulk phase as possible.
For this, we employed an improved gauge action, which suppresses the bulk phase
and increased our inverse coupling to β = 1.7, leading to a Z(2) monopole density
of about 0.27. Due to the increased inverse coupling, we had to increase the lattice
size to 163 × 32 to handle finite size effects. In this simulation, we observed the
occurrence of saturation, where the maximum number of fermions on the lattice is
reached. We found evidence that in the saturated regime the system behaves like in
its corresponding pure gauge theory. We were able to fit the leading order chiral per-
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turbation theory prediction to our obtained diquark condensate, but here it showed
larger deviations at large chemical potential, which might be due to a BEC-BCS
crossover transition. The chiral condensate suffers from UV-divergent contributions
due to the smaller lattice spacing. Thus, we attempted a renormalization with the
connected chiral susceptibility, which exhibits the same UV-divergent contribution.
Then, it was found that the connected chiral susceptibility contains a contribution
from the singular part of the scaling function around the onset of diquark condensa-
tion and hence we decided to use a simple model of the UV-divergent contribution
for renormalization. The Goldstone spectrum was found to be different to the pre-
vious simulation. Only the scalar diquark showed its usual behaviour. The most
important change was that the pion mass started to increase for µ > µc, which led
to the suggestion that we observed the continuum pattern of symmetry breaking.
In conclusion, this work shows that a simulation outside the bulk phase requires
quite more effort. The computational cost increases as the lattice volume has to
be increased due to the larger inverse couplings, leading also to the need of renor-
malization as UV-divergent contributions become larger. We found that the usual
method of additive renormalization by subtracting the connected chiral susceptibil-
ity does not work at finite chemical potential. We employed a simple model for the
UV-divergent contributions, which needs more investigations and maybe improve-
ments. A next step would be to investigate the chiral condensate for free fermions
(Uµ = I), which should exhibit the same UV-divergent contribution and thus might
give insight into the accuracy of our model. Furthermore, the spectroscopy results
of the meson modes need further investigations as disconnected diagrams were omit-
ted, which could be responsible for some of the deviations of the meson masses from
leading order chiral perturbation theory. Moreover, noisy sources could improve the
extraction of masses from the correlation functions, leading to smaller statistical and
systematic errors.
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A. Appendix

A.1. The Euclidean γ-Matrices

The Euclidean anti-commutation relations given by [5]

{γµ, γν} = 2 δµν I4 (A.1.1)

can be obtained from the Minkowski anti-commutation relations ({γMµ , γMν } = 2 gµν I4,
with gµν = (1,−1,−1,−1) as metric) by setting

γi = −iγMi ; i = 1, 2, 3, γ4 = γM0 . (A.1.2)

The γ-matrices obey

γµ = γ†µ = γ−1
µ . (A.1.3)

In addition, one defines a fifth γ matrix as the product

γ5 =

4∏
i=1

γi . (A.1.4)

It anti-commutes with all other γ-matrices and obeys γ2
5 = 1. An explicit represen-

tation of the γ-matrices is given by the so-called chiral representation [5]

γ1,2,3 =

(
0 −iσ1,2,3

iσ1,2,3 0

)
, γ4 =

(
0 I2
I2 0

)
, γ5 =

(
I2 0
0 −I2

)
. (A.1.5)

A.2. Continuum Limit of the Naive Fermion Action

Here, we calculate the continuum limit of the naive fermion action (2.1.9). It is
obvious that the mass term approaches the continuum mass term and thus we only
show the calculation for the derivative term explicitly. To calculate the continuum
limit of the derivative term, one uses Taylor expansions for the fields like

ψ(n± µ̂) = ψ(n)± a ψ′(n) + · · · , (A.2.1)

U±µ(n) = I± ia Aµ
(
n± µ̂

2

)
+ · · · (A.2.2)

= I± ia
(
Aµ(n)± a

2
A′µ(n) + · · ·

)
+ · · · . (A.2.3)
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Plugging the Taylor expansions into the µ-direction of the derivative term, one
obtains

ψ̄ /Dµψ =
1

2a
ψ̄(n) γµ [Uµ(n)ψ(n+ µ̂)− U−µ(n)ψ(n− µ̂)]

=
1

2a
ψ̄(n) γµ

[(
I + ia Aµ

(
n+

µ̂

2

)
+ · · · )

)(
ψ(n) + a ψ′(n) + · · ·

)
−
(
I− ia Aµ

(
n− µ̂

2

)
+ · · ·

)(
ψ(n)− a ψ′(n) + · · ·

)]
=ψ̄(n) γµ

(
∂µ +

a2

6
∂3
µ + · · ·

)
ψ(n)

+ i ψ̄(n) γµ

[
Aµ(n) +

a2

2

(
1

4
∂2
µAµ(n) + (∂µAµ(n)) ∂µ +Aµ(n)∂2

µ + · · ·
)]

ψ(n).

(A.2.4)

Taking the continuum limit, it follows that

lim
a→0

ψ̄ /Dµψ = ψ̄(x) (γµ∂µ + i γµAµ(x))ψ(x) +O(a2) . (A.2.5)

Therefore, one recovers the form of the continuum action in the continuum limit
and the discretization error of the naive fermion action starts at O(a2).

A.3. The traceless Anti-Hermitian Projection

A general formula for the projection of a 2 × 2 complex Matrix to its traceless
anti-hermitian part can be achieved by a straight forward calculation of

A
∣∣∣
TA

=
1

2

(
A−A†

)
− 1

4
tr
(
A−A†

)
. (A.3.1)

Starting with the Matrix A, parametrised as

A =

(
a00 + ia01 a10 + ia11

a20 + ia21 a30 + ia31

)
, (A.3.2)

we calculate A−A†, given by

A−A† =

(
2ia01 a10 − a20 + i(a11 + a21)

−(a10 + a20) + i(a11 + a21) 2ia31

)
(A.3.3)

and hence we have tr
(
A−A†

)
= 2i(a01 + a31). Plugging A− A† and its trace into

equation (A.3.1), we arrive at
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A.4. Force Term of the Wilson Gauge Action

A
∣∣∣
TA

=

(
i1

2(a01 − a31) 1
2(a10 − a20) + i1

2(a11 + a21)
−1

2(a10 − a20) + i1
2(a11 + a21) −i1

2(a01 − a31)

)
.

(A.3.4)

This can be written in the quaternion representation for SU(2) group elements [6]
with a four vector x = (x0, x1, x2, x3), whose components are then given by

x0 = 0

x1 =
1

2
(a11 + a21)

x2 =
1

2
(a10 − a20)

x3 =
1

2
(a01 − a31) .

(A.3.5)

A.4. Force Term of the Wilson Gauge Action

Here, we will show the force term calculation for the Wilson gauge action (2.4.6)

FG,µ(n)fg

∣∣∣
TA

= Uµ(n)fb
∂SG

∂Uµ(n)gb

∣∣∣
TA

. (A.4.1)

For simplicity, we here consider the equivalent form given by

FG,µ(n)
∣∣∣
TA

=

N2
c−1∑
j=1

Tj
∂SG

∂(iAjµ(n))

∣∣∣
TA

, (A.4.2)

with Tj being the generators of the SU(Nc) group. We find the local contribution
to the action from one particular link variable to be [5]

Sloc.[Uµ(n)] = − β

Nc
Re tr [Uµ(n)Aµ(n)]

= − β

2Nc
tr
[
Uµ(n)Aµ(n) +Aµ(n)†Uµ(n)†

]
,

(A.4.3)

with Aµ(n) =
∑
ν 6=µ

(
Uν(n+ µ̂) U †µ(n+ ν̂) U †ν (n)

+ U †ν (n+ µ̂− ν̂) U †µ(n− ν̂) Uν(n− ν̂)
)
.

(A.4.4)
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Hence, using the exponential representation of the link variables from equation
(4.1.1), the derivative of the action is easily calculated and we obtain for the force
term of the Wilson gauge action the following result

FG,µ(n) = − β

2Nc

N2
c−1∑
j=1

Tj tr
[(
Uµ(n)Aµ(n)−Aµ(n)†Uµ(n)†

)
Tj

]
= − β

2Nc

(
Uµ(n)Aµ(n)−Aµ(n)†Uµ(n)†

) (A.4.5)

⇒ FG,µ(n)
∣∣∣
TA

= − β

Nc
Uµ(n)Aµ(n)

∣∣∣
TA

. (A.4.6)

A.5. Force Term of the Improved Gauge Action

To calculate the force term of the improved gauge action, we split it up in a sum of the
plaquette contributions and the rectangle contributions. Dropping some constants,
we obtain

S = − β

Nc

∑
n∈Λ

c0

∑
µ>ν

Re tr(Pµν) + c1

∑
µ 6=ν

Re tr(Rµν)

 . (A.5.1)

The constants c0, c1 can be read off from equation (2.4.11). The plaquette contribu-
tions correspond to the Wilson gauge action, with an additional factor of c0, whose
force we already calculated in appendix {A.4}. Thus, we focus on the rectangle
contributions now. The calculation is completely analogue to the case of the Wilson
gauge action, we only need to adjust the local contribution of a given link Aµ(n),
which we now call Rµ(n). The link Uµ(n) contributes to rectangles at three different
positions and two different orientations, each for all ν 6= µ, visualized in figure (A.1).

R1
µ(n) = R2

µ(n) = R3
µ(n) =

Figure A.1.: The local contribution of the link Uµ(n) (marked red).
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In formulas we have

R1
µ(n) =

∑
µ 6=ν

(
Uµ(n+ µ̂)Uν(n+ 2µ̂)Uµ(n+ µ̂+ ν̂)†Uµ(n+ ν̂)†Uν(n)†

Uµ(n+ µ̂)Uν(n+ 2µ̂− ν̂)†Uµ(n+ µ̂− ν̂)†Uµ(n− ν̂)†Uν(n− ν̂)
)
,

R2
µ(n) =

∑
µ 6=ν

(
Uν(n+ µ̂)Uµ(n+ ν̂)†Uµ(n− µ̂+ ν̂)†Uν(n− µ̂)†Uµ(n− µ̂)

Uν(n+ µ̂− ν̂)†Uµ(n− ν̂)†Uµ(n− µ̂− ν̂)†Uν(n− µ̂− ν̂)Uµ(n− µ̂)
)
,

R3
µ(n) =

∑
µ 6=ν

(
Uν(n+ µ̂)Uν(n+ µ̂+ ν̂)Uµ(n+ 2ν̂)†Uν(n+ ν̂)†Uν(n)†

+ Uν(n+ µ̂− ν̂)†Uν(n+ µ̂− 2ν̂)†Uµ(n− 2ν̂)†Uν(n− 2ν̂)Uν(n− ν̂)
)
.

Hence, we can state the final result for the contributions of the rectangles to the
force term of the improved gauge action

FR,µ(n)
∣∣∣
TA

= −c1β

Nc

3∑
i=1

Uµ(n)Riµ(n)
∣∣∣
TA

. (A.5.2)

A.6. Force term of the Staggered Fermion Action

Here, we will show the calculation of the force term of the staggered fermion action
(3.1.3)

FF,µ(n)ef

∣∣∣
TA

= Uµ(n)ec
∂SF

∂Uµ(n)fc

∣∣∣
TA

. (A.6.1)

Exploiting the relation [5]

∂M−1

∂U
= −M−1 ∂M

∂U
M−1 , (A.6.2)

we can rewrite the force term as

FF,µ(n)ef = Uµ(n)ec φ
†
a

∂(DD†)−1
ab

∂Uµ(n)fc
φb

= −Uµ(n)ec φ
†
a(DD

†)−1
ah

(
∂Dhm

∂Uµ(n)fc
D†mn +Dhm

∂D†mn
∂Uµ(n)fc

)
(DD†)−1

nb φb

= −Uµ(n)ec

(
(χχ†)nhDhm

∂D†mn
∂Uµ(n)fc

+D†mn(χχ†)nh
∂Dhm

∂Uµ(n)fc

)
,

(A.6.3)
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where we have identified χ = (DD†)−1φ. The χ fields can be calculated by solving
the equivalent equation (DD†)χ = φ with the method of conjugate gradients [39].
This has to be done for every force calculation during the HMC algorithm, making
the algorithm computational costly. The derivative of the staggered Dirac operator
(4.2.2) with respect to the link variables is easily calculated to

∂D(k|l)hm
∂Uµ(n)fc

=
ηµ(k)

2a
δknδl,k+µ̂δhfδmc = −

∂D(k|l)†hm
∂Uµ(n)fc

. (A.6.4)

Using this, we can calculate the two terms in the bracket

(χχ†)nhDhm
∂D†mn

∂Uµ(n)fc
=
ηµ(n)

2a
χc(n+ µ̂) (D†χ)†f (n) , (A.6.5)

D†mn(χχ†)nh
∂Dhm

∂Uµ(n)fc
= −ηµ(n)

2a
(D†χ)c(n+ µ̂) χ†f (n) , (A.6.6)

giving the final result for the fermion force of the staggered action as

FF,µ(n)ef = −ηµ(n)

2a
Uµ(n)ec

(
χc(n+ µ̂) (D†χ)f (n)− (D†χ)c(n+ µ̂) χ†f (n)

)
(A.6.7)

⇒ FF,µ(n)
∣∣∣
TA

= −ηµ(n)

2a
Uµ(n)

(
χ(n+ µ̂) (D†χ)†(n)− (D†χ)(n+ µ̂) χ†(n)

)∣∣∣
TA

.

(A.6.8)

A.7. The Leap Frog Integrator

A simple algorithm to numerically solve the equations of motions for conjugate
variables will be shown here. As the exact evolution of a system according to the
equations of motion from a Hamiltonian formulation preserves the phase space vol-
ume (Liouville’s theorem) and is reversible, thus deterministic, we also require these
two properties for our numerical integrator. Integrators fulfilling these properties
are symplectic integrators, like the leap frog integrator [40], which shall be explained
here. The equations of motion we want to solve are

d

dτ
Uµ = Uµ (iπµ) , (A.7.1)

d

dτ
(iπµ) = Fµ [Uµ] . (A.7.2)

The basic idea of the leap frog integrator is to use the midpoint rule alternating for
both equations of motion. Thus, the leap frog integrator is an iterative algorithm
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starting at a given phase space point (Uµ,0, πµ,0) and ending after n steps at the
point (Uµ,n, πµ,n). The total evolution time is given through the step size ∆τ as
T = n∆τ . Consider equation (A.7.2) first, using the midpoint rule we can calculate
a step πµ,k → πµ,k+1 as

(iπµ)k+1 = (iπµ)k + ∆τFµ

[
Uµ,k+ 1

2

]
. (A.7.3)

Hence, a integration step for the conjugate momenta only requires the knowledge
of the link variables at the mid-point. Same follows for the integration of the link
variables according to equation (A.7.1), a step Uµ,k → Uµ,k+1 is calculated as

Uµ,k+1 = exp
(

∆τ (iπµ)k+ 1
2

)
Uµ,k . (A.7.4)

Therefore, to alternately solve the equations of motions, we only need to do an
initial half-step for the conjugate momenta so that the intermediate values for the
link variables and conjugate momenta are shifted by ∆τ/2. This can be done by
using the Euler method

(iπµ) 1
2

= (iπµ)0 +
∆τ

2
Fµ [Uµ,0] , (A.7.5)

which only needs the information of the starting point (Uµ,0, πµ,0). To end both
integrations at the same time, a final half-step for the conjugate momenta is done

(iπµ)n = (iπµ)n− 1
2

+
∆τ

2
Fµ [Uµ,n] . (A.7.6)

To sum up, the leap frog integrator evolves the conjugate variables from phase space
point (Uµ,0, πµ,0) to (Uµ,n, πµ,n) according to the following three steps:

1. Initial step (A.7.5)

2. Intermediate steps

Uµ,k+1 = exp
(

∆τ (iπµ)k+ 1
2

)
Uµ,k (A.7.7)

(iπµ)k+ 3
2

= (iπµ)k+ 1
2

+ ∆τFµ [Uµ,k+1] (A.7.8)

3. Final step (A.7.6)

Figure (A.2) shows the evolution of the conjugate variables, after the initial half-step
they leap frog over each other ending with the final half-step. One might wonder
why we do not use Euler’s method from the beginning, saving the additional effort
for the half-steps. The reasons for this are that Euler’s method does not preserve
the phase space volume and is not reversible [40]. From this it follows that the leap
frog integrator is a second order method, whereas Euler’s method is only of order
one. Hence, for the leap frog integrator the overall error for the integration of a
finite time T is ∼ ∆τ2.
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iπ0

U0

iπ 1
2

U1

iπ 3
2

U2

...

iπn− 1
2 iπn

Un

Figure A.2.: An illustration of the evolution of the conjugate variables.

A.8. The Fermion Determinant for SU(2)

We will show here that the fermion determinant is real when SU(2) is the gauge
group, even if a non-vanishing chemical potential is included in the Dirac operator,
which violates the property of γ5-hermiticity. For this, we stress that the funda-
mental representation of SU(2) is pseudo-real, see equation (5.3.3). We introduce
the matrix S = Cγ5τ2, where C is the charge conjugation matrix (CγµC

−1 = −γTµ )
and τ2 is a Pauli matrix, and apply it on the continuum Dirac operator including a
chemical potential to achieve [24]

S D(µ) S−1 = (Cγ5τ2) (γµ(∂µ + iAµ) +m+ γ4µ) (Cγ5τ2)−1

= (Cγ5) (γµ(∂µ − iA∗µ) +m+ γ4µ) (Cγ5)−1

= C (−γµ(∂µ − iA∗µ) +m− γ4µ) C−1

= ((γTµ )∗(∂µ + iAµ) +m+ (γT4 )∗µ)∗

= (γµ(∂µ + iAµ) +m+ γ4µ)∗ ,

(A.8.1)

where we have used equation (A.1.3). For the determinant follows that

det (D(µ)) = det
(
S D(µ) S−1

)
= det (D(µ)∗) = det (D(µ))∗ . (A.8.2)

Hence, the fermion determinant in two-color QCD is real and the interpretation of
it as an additional possibility weight for the gauge configurations is possible.

A.9. The conjugate transpose Staggered Dirac Operator

Here, the conjugate transpose of the staggered Dirac operator (5.2.8) with non-
vanishing mass and chemical potential will be calculated. Using Uµ(m)† = U−µ(m+ µ̂)
and U−µ(m)† = Uµ(m− µ̂), we achieve

100



A.10. Proving the Spin-Taste Transformation

D†(n|m) =
4∑

µ=1

ηµ(m)

2a

[
U−µ(m+ µ̂) eaµδµ,4 δn,m+µ̂ − Uµ(m− µ̂) e−aµδµ,4 δn,m−µ̂

]
+m δmn

= −
4∑

µ=1

ηµ(n)

2a

[
Uµ(n) e−aµδµ,4 δn,m−µ̂ − U−µ(n) eaµδµ,4 δn,m+µ̂

]
+m δmn

= −

 4∑
µ=1

ηµ(n)

2a

[
Uµ(n) e−aµδµ,4 δn+µ̂,m − U−µ(n) eaµδµ,4 δn−µ̂,m

]
−m δmn

 .

(A.9.1)

For the staggered phase we have used the property

ηµ(m± ν) =

{
−ηµ(m), ν < µ
ηµ(m), ν > µ .

(A.9.2)

Hence, the staggered Dirac operator obeys

D[µ,m]† = −D[−µ,−m] . (A.9.3)

A.10. Proving the Spin-Taste Transformation

Here, we will show the calculation of the staggered action in taste basis, obtained by
applying the spin-taste transformation (3.2.4) to the staggered action (3.1.3). First,
using the orthogonally and completeness relations of the Γ matrices [5]

1

4
tr
(

Γ†sΓs′
)

= δss′ ,

1

4

∑
s

Γ†s,aαΓs,βb = δabδαβ ,
(A.10.1)

we can invert the spin-taste transformation (3.2.4) and obtain

χ(2y + s) = 2 tr
(

Γ†s q(y)
)

= 2
∑
aα

Γ†s,aα q(y)αa ,

χ̄(2y + s) = 2 tr (q̄(y) Γs) = 2
∑
aα

q̄(y)aαΓs,αa .
(A.10.2)

The mass term is readily transformed and one arrives at
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a4
∑
n

χ̄(n)χ(n) = 4a4
∑
y

∑
s

q̄(y)aαΓs,αa Γ†s,a′α′q(y)α′a′

= 16a4
∑
y

q̄(y)aαq(y)αa

= b4
∑
y

q̄(y) (I⊗ I) q(y) ,

(A.10.3)

where we have used the relations for the Γ matrices in equations (A.10.1) and iden-
tified the lattice spacing b of the hypercubes as b = 2a. We employ the notation
of the direct product γ ⊗ t to separate matrices γ acting on the Dirac space and
matrices t acting on the taste space [9]. Thus, the mass term is Dirac and taste
diagonal. To transform the kinetic term, it is important to notice that the shifted
fields χ(2y + s ± µ̂) mix components from different hypercubes. Depending on the
value of s, we need to assign the correct hypercube for the spin taste transformation,
one finds [5]

χ(2y + s+ µ̂) = 2
(
δsµ0Γ†s+µ̂,aαq(y)aα + δsµ1Γ†s−µ̂,aαq(y + µ̂)aα

)
χ(2y + s− µ̂) = 2

(
δsµ0Γ†s+µ̂,aαq(y − µ̂)aα + δsµ1Γ†s−µ̂,aαq(y)aα

)
.

(A.10.4)

Furthermore, reminding that γ2
µ = I, we find for the staggered phases (3.1.4)

ηµ(n) = ηµ(2y + s) = ηµ(s) . (A.10.5)

Using this for the kinetic term, we achieve after some resorting

a4
∑
n

∑
µ

ηµ(n)

2a
(χ̄(n)χ(n+ µ̂)− χ̄(n)χ(n− µ̂))

=
a3

2

∑
y

∑
s

∑
µ

ηµ(s)χ̄(2y + s) (χ(2y + s+ µ̂)− χ(2y + s− µ̂))

=
a3

2

∑
y

∑
s

∑
µ

ηµ(s)2q(y)bβΓs,βb

[
2δsµ1Γ†s−µ̂,aαq(y + µ̂)αa − 2δsµ0Γ†s+µ̂,aαq(y − µ̂)αa

−2
(
−δsµ0Γ†s+µ̂,aα + δsµ1Γ†s−µ̂,aα

)
q(y)αa

]
.

(A.10.6)

For the next step, we need to use some properties of the Γ matrices which are shown
in appendix {A.11}, this leads to
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=
a3

2

∑
y

∑
s

∑
µ

2q(y)bβΓs,βbΓ
†
s,a′α′ [((γµ)α′αδa′a − (γ5)α′α(t5tµ)a′a) q(y + µ̂)αa

− ((γµ)α′αδa′a + (γ5)α′α(t5tµ)a′a) q(y − µ̂)αa + 2 ((γ5)α′α(t5tµ)a′a) q(y)αa] .

(A.10.7)

In this form, we can do the sum over the corners of the hypercubes s by using the
completeness relation of the Γ matrices (A.10.1). After some more resorting, we
arrive at

=
a3

2

∑
y

∑
µ

8 q̄(y)a′α′ [(γµ)α′αδa′a (q(y + µ̂)αa − q(y − µ̂)αa)

−(γ5)α′α(t5tµ)a′a (q(y + µ̂)αa − 2q(y)αa + q(y − µ̂)αa)] .

(A.10.8)

Lastly, we introduce the two derivative operators [5]

∇µq(y) =
q(y + µ̂)− q(y − µ̂)

2b
,

∆µq(y) =
q(y + µ̂)− 2q(y) + q(y − µ̂)

b2

(A.10.9)

and arrive at our final result for the kinetic term, given by

= b4
∑
y

∑
µ

q̄(y)

[
(γµ ⊗ I)∇µ −

b

2
(γ5 ⊗ t5tµ) ∆µ

]
q(y) . (A.10.10)

Hence, putting the mass term and the kinetic term back together the free staggered
action in taste basis can be written as

SF [q, q̄] = b4
∑
y

q̄(y)

{
m (I⊗ I) +

∑
µ

[
(γµ ⊗ I)∇µ −

b

2
(γ5 ⊗ t5tµ) ∆µ

]}
q(y) .

(A.10.11)

A.11. Useful Relations of the Γ matrices

From the definition of the Γ matrices

Γs = γs00 γ
s1
1 γ

s2
s2γ

s3
3 , (A.11.1)

where sµ = 0, 1, the following relation can be obtained
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(γµ)α′αΓs,αa = δsµ0 ηµ(s) Γs+µ̂,α′a + δsµ1 ηµ(s) Γs−µ̂,α′a . (A.11.2)

It is also easy to find that [17]

Γsγµ = (−1)s0+s1+s2+s3 (−1)µ γµΓs (A.11.3)

Γsγ5 = (−1)s0+s1+s2+s3 γ5Γs (A.11.4)

⇒ (γ5)α′αΓs,αa(γµγ5)aa′ = −(−1)sµ(γµ)α′αΓs,αa′ . (A.11.5)

Defining the taste matrices tµ = γTµ , we can rewrite the right-hand side of equation
(A.11.5) and use equation (A.11.2) for the left-hand side to achieve the equation

(γ5)α′α(t5tµ)a′aΓs,αa = −δsµ0 ηµ(s) Γs+µ̂,α′a′ + δsµ1 ηµ(s) Γs−µ̂,α′a′ . (A.11.6)

Finally, we can combine equation (A.11.2) and equation (A.11.6) to arrive at two
equations which are needed for the calculation of the staggered action in the taste
basis

((γµ)α′αδa′a − (γ5)α′α(t5tµ)a′a) Γs,αa = 2δsµ0 ηµ(s) Γs+µ̂,α′a′ , (A.11.7)

((γµ)α′αδa′a + (γ5)α′α(t5tµ)a′a) Γs,αa = 2δsµ1 ηµ(s) Γs−µ̂,α′a′ . (A.11.8)

By taking the complex conjugate of the equations in this section, one finds similar
equations for the Γ† matrices with the only change that (t5tµ)† = −(t5tµ) introduces
a minus sign on the left-hand side of equation (A.11.6) and thus changes the relative
signs of the two terms on the left-hand side of equations (A.11.7) and (A.11.8).

A.12. The zero-momentum projected Correlation Functions

Here, we will show the explicit calculations of the correlation functions from section
{8.2} at non-vanishing chemical potential. For this, we employ Wick’s theorem
(8.2.6) and the γ5-hermiticity of the staggered Dirac operator (8.2.7). For channel
1 we obtain

C(t) =
∑
~x

〈
0
∣∣∣χ̄i(~x, t)χi(~x, t)χ̄j(~0, 0)χj(~0, 0)

∣∣∣ 0〉
=
∑
~x

(Gii(~x, t; ~x, t)Gjj(0, 0)−Gji(0; ~x, t)Gij(~x, t; 0))

C(t)c = −
∑
~x

η5(~x, t) tr
[
G†[−µ](~x, t; 0)G[µ](~x, t; 0)

]
,

where the index c identifies the connected contribution. Channel 2 follows now easily
by noticing that η5(~x, t) · η4(~x, t) = (−1)t, the result is
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C(t)c = −(−1)t
∑
~x

tr
[
G†[−µ](~x, t; 0)G[µ](~x, t; 0)

]
.

The correlation function for channel 3 consists of connected contributions only and
is given by

C(t) =
1

4

∑
~x

〈
0
∣∣(χT (~x, t)τ2χ(~x, t)− χ̄(~x, t)τ2χ̄

T (~x, t)
)

(
χT (~0, 0)τ2χ(~0, 0)− χ̄(~0, 0)τ2χ̄

T (~0, 0)
)∣∣∣ 0〉

=
1

4

∑
~x

〈
0
∣∣∣χi(~x, t)τ ij2 χj(~x, t)χ̄k(0)τkl2 χ̄l(0) + χ̄k(~x, t)τ

kl
2 χ̄l(~x, t)χi(0)τ ij2 χj(0)

∣∣∣ 0〉
=

1

4

∑
~x

(
Gil(~x, t; 0)τ ij2 Gjk(~x, t; 0)τkl2 −Gik(~x, t; 0)τ ij2 Gjl(~x, t; 0)τkl2

−Gki(0; ~x, t)τ ij2 Glj(0; ~x, t)τkl2 +Gli(0; ~x, t)τ ij2 Gkj(0; ~x, t)τkl2

)
=

1

4

∑
~x

(
(GT )li(~x, t; 0)τ ij2 Gjk(~x, t; 0)τkl2 + (GT )ki(~x, t; 0)τ ij2 Gjl(~x, t; 0)τ lk2

+Gki(0; ~x, t)τ ij2 (GT )jl(0; ~x, t)τ lk2 +Gli(0; ~x, t)τ ij2 (GT )jk(0; ~x, t)τkl2

)
=

1

2

∑
~x

{
tr
[
GT (~x, t; 0)τ2G(~x, t; 0)τ2

]
+ tr

[
G(0; ~x, t)τ2G

T (0; ~x, t)τ2

]}
=

1

2

∑
~x

{
tr
[
GT [µ](~x, t; 0)τ2G[µ](~x, t; 0)τ2

]
+ tr

[
G†[−µ](~x, t; 0)τ2(G†)T [−µ](~x, t; 0)τ2

]}
,

where the two terms correspond to a diquark and anti-diquark contribution, respec-
tively. Lastly, Channel 4 follows in the same manner

C(t) =
1

2

∑
~x

η5(~x, t)
{

tr
[
GT [µ](~x, t; 0)τ2G[µ](~x, t; 0)τ2

]
+

tr
[
G†[−µ](~x, t; 0)τ2(G†)T [−µ](~x, t; 0)τ2

]}
.
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A.13. The Dependence of the Correlation Functions on the
Diquark Source

This section will derive the dependence of the correlation functions from section
{8.2} on the diquark source. Once more, we rewrite the staggered action with an
explicit diquark source term into a new basis

SF = φ†Ãφ =
(
χ̄ χT τ2

)( λ D[µ]
−D[µ]† λ

)(
τ2χ̄

T

χ

)
, (A.13.1)

giving the usual result for the fermionic part of the partition function

Zf =

∫
Dφ†Dφe−φ†Ãφ = det(Ã) . (A.13.2)

Now, the propagator is given by

G = Ã−1 =
(
Ã†Ã

)−1
Ã† =

( (
DD† + λ2

)−1
λ −

(
DD† + λ2

)−1
D(

D†D + λ2
)−1

D†
(
D†D + λ2

)−1
λ

)
.

(A.13.3)
Let us have a closer look at the components of the new fields

φ† =
(
χ̄1 χ̄2 χi(τ2)i1 χi(τ2)i2

)
, φ =


(τ2)1iχ̄i
(τ2)2iχ̄i
χ1

χ2

 , (A.13.4)

where we explicitly show the two color components. In section {8.2} we used Wick’s
theorem 〈0|χi(x)χ̄j(y)|0〉 = G0

ij(x, y) to calculate the correlation functions. Here,

we have to find the corresponding equations for the new fields φ† and φ, which have
to be consistent with the underlying theory. Thus, there are no contributions like
〈0|χi(x)χj(y)|0〉 or 〈0|χ̄i(x)χ̄j(y)|0〉. Therefore, we have only contributions from
an upper component of φ†/φ times a lower component of φ†/φ or vice versa. We
introduce the new notation φiα, where i is the color index and α = 1, 2 is for the
upper or lower component, respectively. The adapted Wick’s theorem now reads

〈
0
∣∣∣φiα(x)φ†jβ(y)

∣∣∣ 0〉 = Gi2,j1(x, y) δα2δβ1 − (τ2Gτ2)j2,i1(y, x) δα1δβ2 ,〈
0
∣∣∣φ†iα(x)φjβ(y)

∣∣∣ 0〉 = (τ2Gτ2)i2,j1(x, y) δα2δβ1 −Gj2,i1(y, x) δα1δβ2 ,〈
0
∣∣∣φiα(x)φjβ(y)

∣∣∣ 0〉 = (τ2)jkGi2,k1(x, y) δα2δβ1 − (τ2)ikGj2,k1(y, x) δα1δβ2 ,〈
0
∣∣∣φ†iα(x)φ†jβ(y)

∣∣∣ 0〉 = (τ2)kiGk2,j1(x, y) δα2δβ1 − (τ2)kjGk2,i1(y, x) δα1δβ2 .

(A.13.5)
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Next, we rewrite the interpolating operators from section {8.1} into the form

OX(x) = φ†(x)ΓX(x)φ(x) , (A.13.6)

where the ΓX matrices can easily be read off to be

Channel 1: Γf0(x) =

(
0 1
0 0

)
(A.13.7)

Channel 2: Γπ(x) = η4(x)

(
0 1
0 0

)
(A.13.8)

Channel 3: Γqq/q̄q̄(x) =

(
−1 0
0 1

)
(A.13.9)

Channel 4: Γεqq/εq̄q̄(x) = η5(x)

(
−1 0
0 1

)
. (A.13.10)

Let us finally calculate the zero-momentum projected correlation function, where
we again omit disconnected contributions

C(t) =
∑

~x

〈
0
∣∣∣φ†iα(x)Γiα,jβX (x)φjβ(x)φ†kγ(0)Γkγ,lδX (0)φlδ(0)

∣∣∣ 0〉
=
∑

~x
((τ2Gτ2)i2,l1(x, 0) δα2δδ1 −Gl2,i1(0, x) δα1δδ2) Γiα,jβX (x)

· (Gj2,k1(x, 0) δβ2δγ1 − (τ2Gτ2)k2,j1(0, x) δβ1δγ2) Γkγ,lδX (0)

− ((τ2)miGm2,k1(x, 0) δα2δγ1 − (τ2)mkGm2,i1(0, x) δα1δγ2) Γiα,jβX (x)

· ((τ2)lmGj2,m1(x, 0) δβ2δδ1 − (τ2)jmGl2,m1(0, x) δβ1δδ2) Γkγ,lδX (0)

=
∑

~x
(τ2Gτ2)i2,l1(x, 0) Γi2,j2X (x) Gj2,k1(x, 0) Γk1,l1

X (0)

− Gl2,i1(0, x) Γi1,j2X (x) Gj2,k1(x, 0) Γk1,l2
X (0)

− (τ2Gτ2)i2,l1(x, 0) Γi2,j1X (x) (τ2Gτ2)k2,j1(0, x) Γk2,l1
X (0)

+ Gl2,i1(0, x) Γi1,j1X (x) (τ2Gτ2)k2,j1(0, x) Γk2,l2
X (0)

− Gm2,k1(x, 0)(τ2)mi Γi2,j2X (x) Gj2,m1(x, 0)(τ2)lm Γk1,l1
X (0)

+ Gm2,i1(0, x)(τ2)mk Γi1,j2X (x) Gj2,m1(x, 0)(τ2)lm Γk2,l1
X (0)

+ Gm2,k1(x, 0)(τ2)mi Γi2,j1X (x) Gl2,m1(0, x)(τ2)jm Γk1,l2
X (0)

− Gm2,i1(0, x)(τ2)mk Γi1,j1X (x) Gl2,m1(0, x)(τ2)jm Γk2,l2
X (0) .
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Hence, we can plug in the Γ matrices for our four channels. We start with channel
1 and obtain the correlation function of the scalar meson as

C(t) = −
∑
~x

tr [G21(0, x)G21(x, 0)] , (A.13.11)

where the trace runs over color indices only. The propagator is given by

G21 =
(
D†D + λ2

)−1
D† , (A.13.12)

which in the λ→ 0 limit reproduces the used propagator in section {8.2}, G = D−1.
Thus, as G = D−1 does, also G21 should fulfill the property

G21[µ](0, x) = η5(x)G†21[−µ](x, 0)η5(0) . (A.13.13)

Using this property, we obtain the final result for the correlation function of the
scalar meson from channel 1

C(t) = −
∑
~x

η5(x)tr
[
(G21)†[−µ](x, 0)G21(x, 0)

]
, (A.13.14)

which is just the same result as in section {8.2} except for the replacement G→ G21,
which brings in the λ-dependence of the correlation function. Note that we calculate
G through

G = D−1 = (D†D)−1D† (A.13.15)

and hence we only have to do the usual replacement D†D → D†D + λ2 in this
step to incorporate the full λ-dependence. This is true for all four channels. For
completeness we now explicitly show the remaining three channels, which, again, are
the same as in section {8.2} expect for the replacement G → G21. The correlation
function for the pion follows immediately by using η5(~x, t) · η4(~x, t) = (−1)t

C(t) = −(−1)t
∑
~x

tr
[
(G21)†[−µ](x, 0)G21(x, 0)

]
. (A.13.16)

For the (pseudo)scalar diquark of channel 3(4) we obtain

C(t) =
1

2

∑
~x

tr
[
(G21)T [µ](x, 0) τ2 G21[µ](x, 0) τ2

+ (G21)†[−µ](x, 0) τ2 (G21)†,T [−µ](x, 0) τ2

]
,

(A.13.17)

C(t) =
1

2

∑
~x

η5(x) tr
[
(G21)T [µ](x, 0) τ2 G21[µ](x, 0) τ2

+ (G21)†[−µ](x, 0) τ2 (G21)†,T [−µ](x, 0) τ2

]
.

(A.13.18)
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