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#### Abstract

How do people reason about spatial relations? Do people with different cultural backgrounds differ in how they reason about space? The aim of our cross-cultural study on spatial reasoning is to strengthen this link between spatial cognition and culture. We conducted two reasoning experiments, one in Germany and one in Mongolia. Topological relations, such as "A overlaps B" or "B lies within C", were presented to the participants as premises and they had to find a conclusion that was consistent with the premises ("What is the relation between A and C?"). The problem description allowed multiple possible "conclusions". Our results, however, indicate that the participants had strong preferences: They consistently preferred one of the possible conclusions and neglected other conclusions, although they were also logically consistent with the premises. The preferred and neglected conclusions were similar in Germany and Mongolia. We argue that the preferences are caused by universal cognitive principles that work the same way in the western culture and Mongolia.
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Imagine the following conversation between two friends:

A says: "My bag is in your car."
B says: "My car is in my garage."
It is easily inferable from these two statements that A's bag must be in B's garage. Now imagine the following conversation:

A says: "The green car is between the red car and the blue car."
B says: "The green car is beside the red car."
What do you infer from these two statements? In fact, the cars can be in two different arrangements:

Now imagine that the two friends are talking about colored regions on a map. The colors might represent countries but, like in many atlases, they also can symbolize geological, topological, economical, or political information.

A says: "The green region is inside the red region."
B says: "The blue region overlaps the red region."
What can be inferred from these two statements? There are, from a topological perspective, five possibilities how the three areas can be located on the map (cf., Fig. 1).

All three problems are typical examples of everyday life. In fact, we frequently use such spatial expressions that describe the topological relations between regions or solid objects, but we do not communicate metrical information such as the distances between regions or even the ordering of objects. We use the term "beside" but do not specify whether we want to indicate that the object is to the left or to the right of the other object. The second and third example problem (with the cars in a line and the regions on a map) demonstrate that this has important consequences. The given information


Figure 1. All possible models for the premises "The green region is inside the red region" and "The blue region overlaps the red region". This figure is published in colour in the online edition of this journal, which can be accessed via http://www.brill.nl/jocc
is indeterminate and we can imagine more than one situation consistent with the given information. The present paper is concerned with such problems! Can we take into account all possible spatial situations that are in agreement with the given information (e.g., all five arrangements in Fig. 1)? Or do we focus on a subset of possibilities and ignore others? Do people with different cultural backgrounds solve such problems similarly? Do they prefer and neglect the same possibilities? Are the differences depending from the cultural background?

In an interesting paper in this journal Høgh-Olesen (2006) described some remarkable findings on the spatial behaviour of six cross-cultural samples. In our paper we are more specific concerning the investigated spatial abilities and we also explored just two samples with different cultural backgrounds. However, the intention is also to find possible universalisms that work the same way in different cultures. A second motivation is that reasoning about topological relations is an important issue in spatial cognition research (Mark and Egenhofer, 1994; Knauff et al., 1997; Li, 2006), but only very little cognitive research has been done on possible cross-cultural similarities in human topological reasoning. The aim of this paper is to strengthen this link between spatial cognition and culture.

Theoretically our research is motivated by two main research questions: First, we were interested in how individuals deal with problems for which the combination of two spatial relations results in more than one possible relation as conclusion. Knauff and colleagues were able to show in another domain (reasoning with ordering information) that whenever a composition (the technical term for the combinations of relations) has multiple relations, human reasoners consistently prefer to infer only one of the relations and ignore others (Knauff et al., 1995, 1999; Knauff, 1999; Rauh et al., 2005; Ragni et al., 2005, 2006). In the present paper, we sought to explore whether such preferences also hold in reasoning about topological relations.

The second reason for our study was that we wanted to explore whether the way humans reason about topological relations depends on their cultural background. In general, there are two main theories on the connection between thinking and culture. Proponents of one theory have claimed that thinking in general is highly culturally determined. One reason might be that different geographical, cultural and social environments foster different thinking styles (Berry, 1976, 1997; Berry et al., 1997; Jahn et al., 2007). Another view is that thinking is inextricably linked to "language" and that people with different languages would also think differently (Levinson et al., 2002; Levinson and Meira, 2003).

The other theory postulates that some universal principles result in similar reasoning styles no matter which cultural background the individuals have.

For this approach, how we reason about space is an immediate result of the structure of our neuro-cognitive system (Knauff et al., 2003; Fangmeier et al., 2006; Knauff, 2007, 2009a,b). The cognitive processes rely on very elementary functions of working memory and reasoning, and these are almost encapsulated processes that are quite unaffected by cultural aspects (but see in specific cases Chan and Bergen, 2005; Spalek and Hammad, 2005).

For our study it was necessary to be very clear which topological relations can hold between two objects or regions. Here an approach from computer science in the field of spatial cognition research was very helpful. As the basis of our research we use the RCC-8 system, which was developed by Randell et al. (1992b); see, e.g., also Egenhofer and Franzosa (1991). The technical details are not relevant in the present context. Important is just that, according to RCC-8, two regions can be in eight different topological relations (see Fig. 2). They can be disconnected (DC), i.e., both regions have no common point, two regions can be externally connected (EC), i.e., they have common points on the border, or two regions can partially overlap (PO), i.e., both regions share a proper subregion. Other possibilities are that the first region can be part of the second and the two borders touch each other we get tangentially proper part (TPP) or the first region can contain the second region (TPPI). If


Figure 2. Two-dimensional examples for the eight basic relations of RCC-8.
one region contains the other and the borders do not touch, we get the nontangentially proper part (NTTP) and the inverse relation (NTTPI). Finally, two regions can be equal (EQ). It is easy to show that by taking two regions in a two- or three-dimensional Euclidean space, the relation between these two regions can be expressed exactly by one of these eight base relations.

In the two experiments discussed here we used the RCC relations to construct a type of reasoning problems that is referred to as three-term-seriesproblems (3ts-problems) in cognitive research (e.g., Hunter, 1957; Johnson-Laird, 1972). In these tasks always two statements are used as premises and the task of the participants is to generate a statement that is consistent with the premises - the conclusion.

Take for instance,

> A overlaps B.
> B overlaps C.
> Which relation can hold between A and C?

The set of all possible relations that has $\mathrm{X} \mathrm{r}_{1} \mathrm{Y}, \mathrm{Yr}_{2} \mathrm{Z}$ as its premise are denoted by the composition $\mathrm{c}\left(\mathrm{r}_{1}, \mathrm{r}_{2}\right)$. This is normally presented as a composition table (cf., Table 1).

For the above example the composition $\mathrm{c}(\mathrm{PO}, \mathrm{PO})$ contains the following four relations: DC, PO, EQ, EC (cf., Fig. 2) Since RCC-8 consists of eight base relations, there are 64 possible compositions of two base relations. In other words, exactly 64 different three-term-series problems exist. If we omit all one-relation cases (cells in Table 1), it results in 37 multiple relation cases (shown in Table 1) out of the 64 possible compositions. The participants of our studies were confronted with these 37 problems and had to infer a relation ("conclusion") about the first and the third region. Because we were interested in preferences, we only used the compositions with more than one relation and also dropped the (trivial) compositions that contained "equal" relations.

## Experiment 1: Germany

## Participants

We tested 20 undergraduate students from the University of Freiburg. They received course credits for their participation. Half of them were female and half were male; the youngest was 20 the oldest 35 years old. They were all native speakers of German.

Table 1
The formal composition table
$\left.\begin{array}{lllllllll}\hline & \text { DC } & \text { EC } & \text { PO } & \text { EQ } & \text { TPP } & \text { TPPI } & \text { NTPP } & \text { NTPPI } \\ \hline \text { DC } & * & \text { DC, EC, } & \text { DC, EC, } & \text { DC } & \text { DC, EC, } & \text { DC } & \text { DC, EC, } & \text { DC } \\ & & & \text { PO, TPP, } & \text { PO, TPP, } & & \text { PO, TPP, } & & \text { PO, TPP, }\end{array}\right]$

An asterisk (*) stands for the union of all relations. Taken from Randell et al. (1992a).

## Methods, Materials and Procedure

The experiment used the set of RCC-relations presented in Table 1. An unequivocal verbal description was developed for all these relations. The verbal translations were based on our experiences in earlier studies (Knauff et al., 1997). However, to make sure that the obtained data could be clearly related to the involved inference processes, a detailed "definition phase" had to be conducted by all participants prior to the main part of the experiment. In this definition phase the participants saw pictorial examples of the spatial relations and also received a detailed verbal description of the "semantic" of each of the eight relations.

In the main part of the experiment all participants had to solve the same set of 373 ts-problems. These were presented to each participant in a randomized order. Here is an example-problem:

The blue circle is within the green circle.
The green circle overlaps the red circle.
Which relation does hold between the blue and the red circle?

From the $8 \times 8$ possible models we only used the 37 problems for which the composition consists of more than one relation and in which the equal relation does not appear. The experiment was conducted as a group experiment, in which all participants sat in a lecture room and received the experimental materials on an experimental block. Each problem was presented on two pages. On the first page, the two premises were presented as centred sentences. On the second page, the participants were asked for the conclusion. They had to write into a gap between the two phrases "The blue circle ... the red circle". During the entire experiment a second paper was available on which they could check the exact wording of the verbal relations. The participants were not allowed to turn back the pages and they were also asked not to draw sketches or to use anything else that could help to externally solve the problem. The complete inference had to be performed mentally.

## Results and Discussion

Overall, $93 \%$ of the problems were correctly solved. The results regarding the preference effects are reported in Fig. 3 and Table 2. As shown in Table 2, out of the given 37 problems exactly 27 problems ( $73 \%$ ) were solved with a clear preference for one relation. However, it is remarkable that several relations could have been chosen as a possible conclusion, but, in fact, the participants chose just one of them and their preferences also often corresponded. Table 2 shows the preferences for each of the compositions separately. In each cell, the first relation (in boldface) is the preferred relation. The percentages in the line below show the relative frequency of this relation, i.e., how often it was chosen by the participants. The first value is the mean of the two experiments reported here (Germany and Mongolia), the second refers to the present experiment (in German), and the third value refers to the second experiment in Mongolia (reported below). An inspection of the percentages for the present experiment shows how strong the preference effect is. The most impressive result can be observed for the DC-EC-problem, where 18 of the participants ( $90 \%$ ) chose the DC relation as the conclusion, while only one participant used the relations EC and PO, respectively ( $5 \%$ each), and no one chose the NTTP relation ( $0 \%$ ). Most of the results in the table are so pronounced that we do not need to report the statistical tests. It is clearly detectable that the probability to obtain these preferences purely by chance is between 0.34 (for cells with three relations) and 0.14 (for cells with all seven relations).


Figure 3. The overall preference effect for both experiments. The figure shows that in about $68 \%$ of the cases participants had a clear preference for a relation.

The reasoners chose sometimes a relation that is inconsistent with the premises. These "errors" are the shaded values in Table 2. However, there were small differences between the tasks. For instance, if participants had to deal with inside, which is TPP, NTPP or the converse, then errors appeared. Conversely, if participants had to deal with the relations $\mathrm{DC}, \mathrm{EC}$ or PO , no errors appeared. Our results indicate, first that humans perform well in solving topological reasoning problems based on the RCC-relations. The second finding is that there are strong preferences.

There is an unequivocal cognitive preference for DC, EC and PO. From 27 tasks DC had been generated 17 times as an answer, PO was inferred five times, NTPP and NTPPI two times and EQ once. There is obviously a clear difference between the relation DC and PO, which even holds in those cases where these relations are not logically valid, e.g., the composition EC and TPP. While some relations are inferred by most participants, other relations are generated very rarely or even completely neglected, like the relations TPP and NTTP. By analyzing (cf., Table 3) the chosen relations with respect to all consistent relations, the pattern can be described in the following way: If the relation DC is consistent, then it is chosen first, if not, then the relation EC. If there are compositions of TPP and TPPI or NTPP and NTPPI then participants choose EQ.

How can these findings be explained? The preferred relations of the experiment reveal that for humans it is easier to represent and reason with objects 'distinct' or 'identical' than objects 'overlapping' or 'contained in'. The reason might be that if two objects are disjoint (or identical), the number of regions is smaller than when two regions share common subregions. For example, if
Table 2
The "cognitive" composition table

|  | DC | EC | PO | TPP | TPPI | NTPP | NTPPI |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DC | DC (75\%, 80\%, | DC (87.5\%, $90 \%$, | DC (85\%, 80\%, | DC (80\%, 75\%, |  | DC |  |
|  | 70\%) | 85\%) | 90\%) | 85\%) |  | (65\%, 60\%, 70\%) |  |
|  | EC (7.5\%, 10\%, | EC (5\%, 5\%, 5\%) | PO (10\%, 15\%, | PO (12.5\%, 15\%, |  | PO |  |
|  | 5\%) |  | 5\%) | 10\%) |  | (17.5\%, 25\%, 0\%) |  |
|  | $\begin{aligned} & \text { EQ (7.5\%, 5\%, } \\ & 10 \%) \end{aligned}$ | PO (5\%, 5\%, 5\%) | EC (5\%, 5\%, 5\%) | $\begin{aligned} & \text { EC (7.5\%, 10\%, } \\ & 5 \%) \end{aligned}$ |  | $\text { EC }(12.5 \%, 15 \% \text {, }$ $10 \%$ ) |  |
|  | PO (7.5\%, 5\%, | $\begin{aligned} & \text { NTTP }(2.5 \%,-, \\ & 5 \%) \end{aligned}$ |  |  |  | NTPP |  |
|  | 10\%) |  |  |  |  | (2.5\%,-, 5\%) |  |
|  | $\begin{aligned} & \text { NTTPI } \\ & (2.5 \%,-, 5 \%) \end{aligned}$ |  |  |  |  | TPPI ( $2.5 \%$, -, |  |
|  |  |  |  |  |  |  |  |
| EC | DC | DC (70\%, 70\%, | DC (80\%, 85\%, | EC (52.5\%, 30\%, | DC (62.5\%, 70\%, | PO (60\%, 60\%, |  |
|  | (85\%, 80\%, 90\%) | 70\%) | 75\%) | 75\%) |  | $60 \%)$ |  |
|  | EC ( $7.5 \%, 10 \%$, | EC (22.5\%, 20\%, | PO (12.5\%, 5\%, | NTPP (17.5\%, | EC ( $32.5 \%, 25 \%$, | NTPP (12.5\%, |  |
|  | 5\%) | 25\%) | 20\%) | 30\%,5\%) | 40\%) | 20\%, 5\%) |  |
|  | $\mathrm{PO}(5 \%, 5 \%, 5 \%)$ | EQ (5\%, 10\%, -) | EC (5\%, 10\%, -) | TPP (12.5\%, 15\%, | EQ (2.5\%, 5\%, -) | EC (12.5\%, 5\%, |  |
|  |  |  |  | 10\%) |  | 20\%) |  |
|  | $\begin{aligned} & \text { NTTPI } \\ & (2.5 \%, 5 \%,-) \end{aligned}$ | $\begin{aligned} & \text { NTTP }(2.5 \% \text {, } \\ & -, 5 \%) \end{aligned}$ | $\begin{aligned} & \text { NTPP } \\ & (2.5 \%,-, 5 \%) \end{aligned}$ | PO (2.5\%, 5\%, -) | $\operatorname{TPP}(2.5 \%,-, 5 \%)$ | $\operatorname{TPP}(2.5 \%,-, 5 \%)$ |  |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
|  |  |  |  | (7.5\%, 5\%, 10\%) |  | (12.5\%, 5\%, 20\%) |  |
|  |  |  |  | NTPPI |  |  |  |
|  |  |  |  | (2.5\%, 5\%, -) |  | (12.5\%, 10\%, $5 \%$ ) |  |
| PO |  | DC $(77.5 \%, 90 \%$, | DC (70\%, 65\%, | PO (40\%, 35\%, |  | PO (45\%, 40\%, | DC (40\%, 55\%, |
|  | 80\%) | $65 \%)$ | $75 \%)$ | $45 \%)$ | (30\%, 30\%, 30\%) | 50\%) | $25 \%)$ |
|  | EC ( $10 \%, 10 \%$, | PO (12.5\%, 5\%, | PO (17.5\%, 25\%, | NTPP (30\%, 50\%, | PO | NTPP (30\%, 35\%, | EC (30\%, 25\%, |
|  | 10\%) | 20\%) | 10\%) | 10\%) | (30\%, 35\%, 25\%) | 25\%) | 35\%) |

Table 2 (cont.)

Table 2 (cont.)

|  | DC | EC | PO | TPP | TPPI | NTPP | NTPPI |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| TPPI | $\begin{aligned} & \text { DC (80\%, 75\%, } \\ & 85 \%) \end{aligned}$ | $\begin{aligned} & \text { EC ( } 47.5 \%, 35 \% \text {, } \\ & 60 \%) \end{aligned}$ | $\begin{aligned} & \text { PO (52.5\%, 30\%, } \\ & 75 \%) \end{aligned}$ | $\begin{aligned} & \text { EQ ( } 47.5 \%, 60 \%, \\ & 35 \%) \end{aligned}$ | NTPPI (37.5\%, <br> 55\%, 20\%) | $\begin{aligned} & \text { PO } \\ & (47.5 \%, 55 \%, 0 \%) \end{aligned}$ |  |
|  | $\begin{aligned} & \text { PO (7.5\%, 10\%, } \\ & 5 \%) \end{aligned}$ | $\begin{aligned} & \text { NTPPI (20\%, } \\ & 30 \%, 10 \%) \end{aligned}$ | $\begin{aligned} & \text { TPPI ( } 10 \%, 15 \% \text {, } \\ & 5 \%) \end{aligned}$ | $\begin{aligned} & \text { PO (20\%, 20\%, } \\ & 20 \%) \end{aligned}$ | $\begin{aligned} & \text { TPPI (15\%, } \\ & 10 \%, 20 \%) \end{aligned}$ | $\begin{aligned} & \text { NTPP } \\ & (15 \%, 30 \%,-) \end{aligned}$ |  |
|  | $\begin{aligned} & \text { NTTPI (5\%, 5\%, } \\ & 5 \%) \end{aligned}$ | $\begin{aligned} & \text { PO ( } 20 \%, 25 \% \text {, } \\ & 15 \%) \end{aligned}$ | $\begin{aligned} & \text { NTPP (5\%, 5\%, } \\ & 5 \%) \end{aligned}$ | TPPI ( $2.5 \%,-, 5 \%$ ) | $\begin{aligned} & \operatorname{TPP} \\ & (5 \%, 5 \%, 5 \%) \end{aligned}$ | EQ (15\%, -, 30\%) |  |
|  | EC ( $5 \%, 5 \%, 5 \%$ ) | $\begin{aligned} & \text { TPPI (5\%, 5\%, } \\ & 5 \%) \end{aligned}$ | NTPPI <br> (27.5\%, 45\%, <br> 10\%) | TPP (5\%, 5\%, 5\%) | $\begin{aligned} & \text { NTPP } \\ & (5 \%, 10 \%,-) \end{aligned}$ | $\begin{aligned} & \text { DC ( } 10 \%, 5 \% \text {, } \\ & 15 \%) \end{aligned}$ |  |
|  | $\begin{aligned} & \text { TPPI (2.5\%, } \\ & 5 \%,-) \end{aligned}$ | $\begin{aligned} & \text { DC (7.5\%,5\%, } \\ & 10 \%) \end{aligned}$ | EC (5\%, 5\%, 5\%) | $\begin{aligned} & \text { DC ( } 12.5 \%, 5 \% \text {, } \\ & 20 \%) \\ & \text { NTPI (7.5\%, } \\ & 5 \%, 10 \%) \end{aligned}$ | PO $(2.5 \%, 5 \%,-)$ EC ( $15 \%,-, 30 \%$ ) | $\text { EC }(5 \%,-, 10 \%)$ <br> NTPPI $(5 \%, 5 \%, 5 \%)$ |  |
|  |  |  |  | $\begin{aligned} & \text { EC }(2.5 \%,-, 5 \%) \\ & \text { NTPP }(2.5 \%, \\ & 5 \%,-) \end{aligned}$ | $\begin{aligned} & \text { DC ( } 20 \%, 15 \% \text {, } \\ & 25 \%) \end{aligned}$ | $\begin{aligned} & \text { TPPI } \\ & (2.5 \%, 5 \%,-) \end{aligned}$ |  |
| NTPP |  |  | DC (30\%, 20\%, |  | PO (55\%, 60\%, |  | PO (30\%, $40 \%$, |
|  |  |  | 40\%) |  | 50\%) |  | 20\%) <br> EQ $(27.5 \%, 15 \%$, |
|  |  |  | $\begin{aligned} & \text { EC (30\%, } 40 \% \text {, } \\ & 20 \%) \end{aligned}$ |  | $\begin{aligned} & \text { DC (20\%, 15\%, } \\ & 25 \%) \end{aligned}$ |  | $\begin{aligned} & \text { EQ (27.5\%, 15\%, } \\ & 40 \%) \end{aligned}$ |
|  |  |  | PO (22.5\%, 15\%, |  | NTPP (7.5\%, |  | DC (22.5\%, 25\%, |
|  |  |  | 30\%) |  | 10\%,5\%) |  | 20\%) |
|  |  |  | NTPP |  | EC (5\%, -, 10\%) |  | NTPPI (12.5\%, |
|  |  |  | (7.5\%, 10\%, 5\%) |  |  |  | 10\%,15\%) |
|  |  |  | TPP |  | NTPPI (7.5\%, $10 \%, 5 \%)$ |  | NTPP (7.5\%, $10 \%$, 5\%) |

Table 2 (cont.)

|  | DC | EC | PO | TPP | TPPI | NTPP | NTPPI |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | EQ (5\%, 5\%, 5\%) <br> NTPPI $(2.5 \%, 5 \%,-)$ |  | EQ (5\%, 5\%, 5\%) |  |  |
| NTPPI | $\begin{aligned} & \text { DC }(57.5 \%, 50 \% \text {, } \\ & 65 \%) \\ & \text { EC ( } 15 \%, 10 \% \text {, } \\ & 20 \%) \\ & \text { NTPPI }(12.5 \% \text {, } \\ & 25 \%,-) \\ & \text { PO (10\%, } 15 \% \text {, } \\ & 5 \%) \\ & \text { TPPI (5\%, -, } \\ & 10 \%) \end{aligned}$ | $\begin{aligned} & \text { PO }(52.5 \%, 55 \% \text {, } \\ & 50 \%) \\ & \text { NTTPI }(20 \% \text {, } \\ & 25 \%, 15 \%) \\ & \text { DC ( } 12.5 \%, 10 \% \text {, } \\ & 15 \%) \\ & \text { EC ( } 10 \%, 10 \% \text {, } \\ & 10 \%) \\ & \text { TPP }(5 \%,-, 10 \%) \end{aligned}$ | $\begin{aligned} & \text { PO (37.5\%, 25\%, } \\ & 50 \%) \\ & \text { TPPI }(7.5 \%, 10 \% \text {, } \\ & 5 \%) \\ & \text { DC }(10 \%, 5 \%, 15 \%) \\ & \text { TPP }(5 \%, 5 \% \text {, } \\ & 5 \%) \\ & \text { EQ }(2.5 \%,-, 5 \%) \\ & \text { NTPPI }(32.5 \% \text {, } \\ & 55 \%, 10 \%) \end{aligned}$ | $\begin{aligned} & \text { PO }(45 \%, 40 \%, \\ & 30 \%) \\ & \text { NTPPI }(40 \% \text {, } \\ & 45 \%, 35 \%) \\ & \text { EQ }(5 \%, 10 \%,-) \\ & \text { DC (10\%, } 5 \% \text {, } \\ & 15 \%) \\ & \text { EC (5\%, -, 10\%) } \\ & \text { NTPP }(2.5 \%,-, \text {, } \\ & 5 \%) \\ & \text { TPP ( } 2.5 \%,-, \\ & 5 \%) \end{aligned}$ |  | $\begin{aligned} & \text { EQ }(42.5 \%, 40 \%, \\ & 45 \%) \\ & \text { NTPPI }(27.5 \% \text {, } \\ & 30 \%, 25 \%) \\ & \text { PO }(5 \%, 10 \%,-) \\ & \\ & \text { NTPP }(10 \%, 10 \% \text {, } \\ & 10 \%) \\ & \text { TPP }(2.5 \%,-- \\ & 5 \%) \\ & \text { DC }(12.5 \%, 10 \%, \\ & 15 \%) \end{aligned}$ |  |

[^0]
## Table 3

The chosen relations with respect to the set of consistent relations for the first (Germany) and the second (Mongolia) experiment,

| Set | Relation chosen Mongolia |  |  |  |  |  |  |  | Relation chosen Germany |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | DC | EC | PO | TPP | TPPI | NTTP | NTPPI | EQ | DC | EC | PO | TPP | TPPI | NTPP | NTPPI | EQ |
| All | 33 (55.0) | 4 (6.7) | 8 (13.3) | 0 (0) | 0 (0) | 1 (1.7) | 4 (6.7) | 10 (16.7) | 34 (56.7) | 2 (3.3) | 14 (23.3) | 0 (0) | 0 (0) | 2 (3.3) | 2 (3.3) | 6 (10) |
| DC/EC | 23 (57.5) | 16 (40.0) | 0 (0) | 1 (2.5) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 29 (72.5) | 9 (22.5) | 1 (2.5) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 1 (2.5) |
| DC EC | 92 (58.2) | 18 (11.4) | 34 (21.5) | 0 (0) | 1 (0.6) | 9 (5.7) | 2 (1.3) | 2 (1.3) | 99 (61.9) | 15 (9.4) | 33 (20.6) | 2 (1.3) | 0 (0) | 4 (2.5) | 5 (3.1) | 2 (1.3) |
| $\begin{aligned} & \text { PO/(N)TPP } \\ & \text { DC EC PO } \end{aligned}$ | 15 (37.5) | 6 (15) | 6 (15) | 0 (0) | 1 (2.5) | 1 (2.5) | 2 (5.0) | 9 (22.5) | 20 (50) | 6 (15) | 4 (10) | 0 (0) | 0 (0) | 0 (0) | 1 (2.5) | 9 (22.5) |
| EQ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $\begin{aligned} & \text { DC EC PO } \\ & (\mathrm{N}) \mathrm{TPPI} \end{aligned}$ | 94 (58.8) | 20 (12.5) | 26 (16.3) | 5 (3.1) | 3 (1.9) | 1 (0.6) | 6 (3.8) | 5 (3.1) | 96 (60) | 18 (11.3) | 31 (19.4) | 1 (0.6) | 2 (1.3) | 0 (0) | 10 (6.3) | 2 (1.3) |
| EC PO (N)TPP | 2 (10) | 15 (75) | 0 (0) | 2 (10) | 0 (0) | 1 (5.0) | 0 (0) | 0 (0) | 1 (5.0) | 6 (30) | 3 (15) | 3 (15) | 0 (0) | 6 (30) | 1 (5) | 0 (0) |
| $\begin{aligned} & \text { EC PO } \\ & \text { (N)TPPI } \end{aligned}$ | 2 (10) | 12 (60) | 3 (15) | 0 (0) | 1 (5.0) | 0 (0) | 2 (10) | 0 (0) | 1 (5.0) | 7 (35) | 5 (25) | 0 (0) | 1 (5.0) | 0 (0) | 6 (30) | 0 (0) |
| PO EQ | 4 (20) | 1 (5) | 4 (20) | 1 (5) | 1 (5) | 0 (0) | 2 (10) | 7 (35) | 1 (5) | 0 (0) | 4 (20) | 1 (5) | 0 (0) | 1 (5.0) | 1 (5.0) | 12 (60.0) |
| TPP/TPPI <br> PO TPP | 15 (18.8) | 9 (11.3) | 39 (48.8) | 1 (1.3) | 0 (0) | 8 (10) | 1 (1.3) | 7 (8.8) | 5 (6.3) | 2 (2.5) | 38 (47.5) | 3 (3.8) | 2 (2.5) | 27 (33.8) | 3 (3.8) | 0 (0) |
| NTPP |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| PO (N)TPPI | 9 (11.3) | 5 (6.3) | 41 (51.3) | 4 (5.0) | 2 (2.5) | 4 (5.0) | 14 (17.5) | 1 (1.3) | 4 (5.0) | 3 (3.8) | 30 (37.5) | 1 (1.3) | 5 (6.3) | 1 (1.3) | 34 (42.5) | 2 (2.5) |
| PO EQ/(N) | 3 (15.0) | 0 (0) | 0 (0) | 0 (0) | 1 (5.0) | 2 (10) | 5 (25) | 9 (45) | 2 (10) | 0 (0) | 2 (10) | 0 (0) | 0 (0) | 2 (10) | 6 (30) | 8 (40) |
| TPPI/(N)TPP |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| TPP NTPP | 5 (25) | 1 (5) | 0 (0) | 5 (25) | 0 (0) | 7 (35) | 2 (10) | 0 (0) | 2 (10) | 0 (0) | 0 (0) | 5 (25) | 0 (0) | 11 (55) | 2 (10) | 0 (0) |
| TPPI NTPPI | 5 (25) | 6 (30) | 0 (0) | 1 (5.0) | 4 (20) | 0 (0) | 4 (20) | 0 (0) | 3 (15) | 0 (0) | 1 (5) | 1 (5) | 2 (10) | 2 (10) | 11 (55) | 0 (0) |
| Total | 302 (40.9) | 113 (15.3) | 161 (21.8) | 20 (2.7) | 14 (1.9) | 34 (4.6) | 44 (6.0) | 50 (6.8) | 297 (40.1) | 68 (9.2) | 166 (22.4) | 17 (2.3) | 12 (1.6) | 56 (7.6) | 82 (11.1) | 42 (5.7) |

(N)TPP is an abbreviation for the disjunction NTTP and TPP.
two objects A and B overlap then there are three regions to represent: a region A , a region B, and the 'subregion' C, where A and B overlap. In this case, several regions have to be represented mentally, so the load on working memory is increased. But why is DC then preferred over EQ? The reason might lie in the fact, that participants follow the unique names assumption (Russell and Norvig, 2003), i.e., different names indicate different objects. Accordingly, a reasoner has to represent in case of DC that two objects are distant, whereas in the case of EQ that two different objects lie identical. In other words, if two regions are represented separately then it already follows that these two cannot be identical. Conversely, if two regions share the same place then it does not follow logically that both regions are different. Therefore, in the second case additional information has to be processed. So the representation with DC is less complex than the representation with EQ.

## Experiment 2: Mongolia

This experiment was conducted in Mongolia. 20 students (9 female and 11 male) of the National University of Mongolia (Ulaanbaatar) participated in the experiment. The youngest was 18 years the oldest 28 . All were logically naïve reasoners. They were all native speakers of the Mongolian language.

## Methods, Materials and Procedure

The methods and procedures were identical to those in Experiment 1. The only difference was that the material had to be translated into Mongolian. This was done by a student from Mongolia who studied at the University of Freiburg. The translations were double-checked by a second native speaker of Mongolian.

Mongolian is the primary language, i.e., it is spoken by the majority of Mongolian residents, and officially written in the Cyrillic alphabet. It is also spoken in some of the surrounding areas in China and Russia. Structurally, it has a rich number of morphemes enabling the speaker to construct rather complex words from a 'simple' root. A detailed description of the morphology, lexicon and syntax can be found in Janhunen (2003).

## Results and Discussion

Overall, the performance of the Mongolian participants was poorer than the ones in Germany. Of 740 answers, 109 were incorrect and 631 correct. The mean number of correct conclusions was $85.2 \%$. Again there were slight differences between the tasks. The participants made most mistakes with the relation DC ( 45 times), followed by EC ( 18 times) and EQ (15 times).

Again there were strong preferences. Out of the 37 problems exactly 23 problems ( $63 \%$ ) were solved with a clear preference for DC. Here the most impressive result is that for the DC-EC problem, where 18 of the participants $(90 \%)$ chose the DC relation as conclusion, while only 2 chose another relation. The preferences for each composition separately are given in Table 2. Again, the results are so clear that we do not need to report statistical values.

EQ is always chosen if a relation and its converse appeared. This concurs with the unification principle described by Rauh and colleagues (2005). Here is as well a clear preference for DC, EC and PO. Unlike the first experiment, participants in the second experiment chose EC instead of EQ.

## Overall analysis and cross-cultural comparison

The two experiments differed mainly in the groups of participants having different cultural backgrounds. Nevertheless, in both experiments we found clear preferences. We did not treat the experiments as a single study with the two different groups of participants as a between-subjects factor, because the experimental setups were not absolutely identical, and a conjoint analysis would result in statistical problems (e.g., inhomogeneity of variance). However, a direct comparison between the two groups can provide additional evidence in support of our preference account and, in particular, is directly related to the question whether the way human reason with topological relations depend on the cultural background of the individuals. In the following we therefore report an overall analysis of the two experiments. All together, out of $740(20 \times 37=740)$ answers 55 were incorrect and 685 were correct (error rate of about 7\%). The relations that were given most frequently as an answer were: DC, PO, NTPPI and NTTP. Even in those tasks in which DC had not been expected it was given nevertheless as an answer. If one compares the analyses of both experiments, it can be seen that the wrong answers were given within the same tasks. Most subjects had no difficulties with relations like "disconnected", "touched", but with relations like TPP, NTPP, NTPPI. In both experiments we have the relations $\mathrm{DC}, \mathrm{EC}$ and PO. A difference is that Mongolians more often chose relations like EC (see Table 2), whereas German participants did not use this relation often. Likewise, in the second experiment the relation NTPP was chosen only 44 times, while in the first experiment the relation NTTP was chosen 82 times.

## General Discussion

We reported two major findings. First, we found that human reasoners do not draw all inferences that are possible from a formal point of view. They only
choose a subset of compositions from the formal composition table. These preferences seem not to be affected by cultural aspects, since there was no significant difference in the preferences of the different relations by the Mongolian and German participants. The second finding is that humans prefer those relations which have the smallest overlapping complexity. In the following we discuss both findings.

There is an impressive similarity between the preferences in Germany and Mongolia. This finding has two theoretical consequences. The first is that our results present serious problems for the idea that the way humans reason with topological relations might depend on the cultural background of the individuals. The German and Mongolian languages are quite dissimilar and the theory of linguistic relativity would have predicted strong differences between the German and Mongolian participants. The same would have been the prediction of accounts that claim that different geographical, cultural, and social environments foster different thinking styles. We did not find such differences. Instead, we found strong universalities. Our interpretation is that the preferences are an immediate result of the structure of our neuro-cognitive system (Knauff et al., 2003; Fangmeier et al., 2006; Knauff, 2007, 2009 a,b). They rely on very elementary functions of working memory and reasoning and these are almost encapsulated processes that are quite unaffected by cultural aspects (but see in specific cases Chan and Bergen, 2005; Spalek and Hammad, 2005; Jahn et al., 2007).

This is related to the second corollary from our study. If the reasoners draw the same inferences they seem to use the same cognitive strategy to solve the problems. We believe that they all construct, inspect and validate preferred mental models. The preferred models account has been developed in our group in the last years (Knauff et al., 1995, 2005; Ragni et al., 2005, 2006). The main assumption is that the major strategy employed in spatial reasoning is the successive construction of a simulation, or model of the "state of affairs", which contains all the information given in the premises in an integrated representation. New information, such as a reasoning problem's conclusion, is generated or evaluated by inspecting and varying the possible models (Johnson-Laird and Byrne, 1991). In the domain of reasoning with spatial relations, the theory of mental models has received much empirical support. For example, the process of integrating the second premise into the mental model has been directly demonstrated by an increased demand on processing resources during this stage of problem presentation (Maybery et al., 1986). The preferred models theory describes the reasoning process in three distinct phases (Johnson-Laird and Byrne, 1991). In the construction phase, reasoners construct a mental model that reflects the information from the premises. If
new information is encountered during the reading of the premises it is immediately used in the construction of the model. During the inspection phase, this model is inspected to find new information that is not explicitly given in the premises. Finally, in the variation phase alternative models are searched that refute this putative conclusion. The main difference from the other versions of the mental model theory is that the empirical data do not support the notion that people construct several models. Instead, people only construct one model and then vary this model by a process of local transformation. This model, which is called the preferred mental model (PMM) is easier to construct and to maintain in working memory compared to all other possible models (Knauff et al., 1998; Ragni et al., 2006). In the model variation phase this PMM is varied to find alternative interpretations of the premises (e.g., Rauh et al., 2005). In the present context that means that our participants only constructed the preferred model for the problems they were confronted with. As there was no need to find alternative interpretations of the premises we asked for a possible relation, not a logically necessary one - they stopped as soon as they had constructed the first model that was consistent with the premises. This preferred model is the computationally the cheapest as it is less demanding in terms of processing and in terms of representational costs (see Ragni et al., 2005, 2006). From this model they could "read off" just one of the formally possible relations and this resulted in the preference for that specific relation or conclusion, respectively. The preferred model leads to a specific relation and this in turn results in the preferred conclusion. In the following we explain why some models (relations) could be preferred over others.

## An Approach to Explain the Preferences

The starting point of our account to explain the preferences in reasoning is to set the preferred relations in Table 2 in relation with all consistent relations (Table 3). Whenever the relation DC is consistent, participants (both Mongolian and Germans) have preferred this relation (cf., Table 3). Otherwise, they chose the relation EC or EQ. But the latter is chosen only if a relation and its converse is composed (cf., Table 2). Then a cultural difference appears: Mongolians prefer the relation PO over NTPPI (Fig. 4) and Germans NTPPI over PO (Fig. 5). However, in both samples the sequence of preferred relations (DC, EC) avoids the overlapping of regions (cf., Fig. 4).

It is remarkable that the sequence of relations in both cultures (Figs. 4 and 5) adhere to a principle of "overlapping avoidance". The reason why EQ is chosen (cf., Table 2) in the case where (N)TPP and (N)TPPI are composed


Figure 4. Human preferences (Mongolia) in reasoning with RCC-8 relations for Experiment 2 (cf., Table 3). If DC is consistent, then participants prefer this relation, if not, they choose EC or EQ. Both relations are preferred over PO and NTPPI. There are 5 cases not consistent with this preferences namely the cells corresponding to EC;NTPP, and (N)TPP;(N)TPPI.


Figure 5. Human preferences (Germany) in reasoning with RCC-8 relations for Experiment 2 (cf., Table 3). If DC is consistent, then participants tend to use this relation, if not, they choose EC or EQ. Both relations are preferred over NTPPI and PO. In contrast to Fig. 4 the sequence of PO and NTPPI is reversed.
can be easily explained by the so-called unification principle (Rauh et al., 2005). This principle claims that if participants compose a relation and its converse then they generally tend to choose the equal relation. Since TPP and NTTP are very similar this unification principle is applied for both relations together.

It seems to be the case that representations of separated regions are preferred over those representations where regions share a common subregion. We think that is a cross-cultural and universal principle that might go back to the fact that the mental representation and chunking is easier in the first case, since only two separate regions have to be stored and not three kinds of regions, both original regions and a common subregion.

## Conclusion

The aim of our study was to strengthen the link between spatial cognition and culture. We conducted two reasoning experiments, one in Germany and one in Mongolia, in which the participants had to reason with topological relations such as "A overlaps B", "B lies within C". Our results indicate that the participants had strong preferences and that the preferred and neglected conclusions were similar in Germany and Mongolia. We believe that these preferences are caused by universal cognition principles that work the same way in the western culture and Mongolia. In some cases, there might be cultural differences in the way how people reason about space (Levinson et al., 2002; Levinson and Meira, 2003). However, our preferences seem to be very elementary and universal. Our results show that people from different parts of the world have similar preferences whenever they are confronted with spatial reasoning problems for which more than one solution exists. In the future, we will test this hypothesis with samples from other countries and continents.
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[^0]:    The relation in boldface is the preferred one, where the grey shaded values are incorrect ones but also chosen by the participants. The tuple gives first the mean over both experiments, the second the percentage of the first experiment, and the third gives the percentage of the second experiment. The entries are sorted with respect to the mean values.

