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Abstract. We are concerned with the existence of single- and multi-bump

solutions of the equation −∆u + (λa(x) + a0(x))u = |u|p−2u, x ∈ RN ; here

p > 2, and p < 2N
N−2

if N ≥ 3. We require that a ≥ 0 is in L∞loc(R
N )

and has a bounded potential well Ω, i.e. a(x) = 0 for x ∈ Ω and a(x) > 0

for x ∈ RN \ Ω̄. Unlike most other papers on this problem we allow that

a0 ∈ L∞(RN ) changes sign. Using variational methods we prove the existence
of multibump solutions uλ which localize, as λ→∞, near prescribed isolated

open subsets Ω1, . . . ,Ωk ⊂ Ω. The operator L0 := −∆ +a0 may have negative

eigenvalues in Ωj , each bump of uλ may be sign-changing.

1. Introduction and main result. We are concerned with the stationary non-
linear Schrödinger equation{

−∆u+ (λa(x) + a0(x))u = |u|p−2u x ∈ RN ;

u(x)→ 0 as |x| → ∞;
(Sλ)

here p < 2∗ = 2N/(N − 2)+. We require that a ≥ 0 and Ω := int a−1(0) 6= ∅.
Thus for λ > 0 large the potential λa+ a0 develops a steep potential well and one
expects to find solutions which localize near its bottom Ω. This problem has found
much interest after being first considered in [3]–[1]; see the papers [10, 12] for recent
results and references to the literature.
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Fixing disjoint isolated open subsets Ω1, . . . ,Ωk ⊂ Ω we develop a method of
constructing solutions uλ for λ > 0 large such that the restrictions uλ|Ωj converge
as λ→∞ towards a least energy solution of

−∆u+ a0(x)u = |u|p−2u, u ∈ H1
0 (Ωj), (Pj)

j = 1, . . . , k. If −∆ + a0 is positive such a result has been proved in [5]. In that
case, the trivial solution u = 0 is a nondegenerate local minimum of the varia-
tional functional associated to (Pj), and the least energy solution is positive and of
mountain pass type. More recently, Sato and Tanaka [10] considered the case where
a0 ≡ 1, so again −∆ + a0 is positive. It is well known that (Pj) has an unbounded

sequence u
(j)
i , i ∈ N, of critical points. This uses the oddness of the nonlinearity

in an essential way. Assuming Ω = Ω1 + Ω2, Sato and Tanaka constructed for λ

large solutions uλ ∈ H1(RN ) of (Sλ) such that uλ|Ω1
converges towards u

(1)
1 , the

mountain solution of (P1), and uλ|Ω2 converges towards u
(2)
j , some j ≥ 1.

In this paper we allow that −∆ + a0 is indefinite. As a consequence, the least
energy solution of (Pj) may change sign and will not be of mountain pass type in
general. It is obtained via a higher dimensional linking argument, or via a mini-
mization on a certain submanifold of H1

0 (Ωj) of higher codimension. Our method
is quite different from those of [5] and [10]. It does not use the oddness of the
nonlinearity and can therefore be extended to deal with more general nonlinearities
f(u) instead of |u|p−2u; see Remark 1.2.

Let us fix our hypotheses on a and a0:

(V1) a ∈ L∞loc(RN ), a ≥ 0, Ω := int a−1(0) 6= ∅ is bounded with ∂Ω smooth,
lim inf |x|→∞ a(x) > 0;

(V2) a0 ∈ L∞(RN );
(V3) there exist nonempty disjoint open sets Ω1, . . . ,Ωm ⊂ Ω such that Ω =⋃

1≤j≤m Ωj . For each j = 1, . . . ,m there holds Ωj ∩ Ω \ Ωj = ∅ and −∆ + a0

is nondegenerate in H1
0 (Ωj).

It is well known that under assumptions (V2) and (V3) problem (Pj) has a solution
obtained via a linking argument applied to the energy functional

Ij(u) =
1

2

∫
Ωj

(
|∇u|2 + a0u

2
)
− 1

p

∫
Ωj

|u|p.

In fact, the solution can also be obtained by minimizing Ij on the Nehari-Pankov
manifold; see Section 2. It is a least energy solution, i.e. it lies on the level

cj := inf{Ij(u) : u ∈ H1
0 (Ωj), u 6= 0 solves (P )},

and may be considered as ground state solution (see [11]. If 0 is a local minimum
of Ij then this solution is positive and of mountain pass type; otherwise it changes
sign and has higher Morse index.

Theorem 1.1. Fix a subset J ⊂ {1, 2, · · · ,m} and set ΩJ :=
⋃
j∈J Ωj. Then for

any ε > 0 , there exists Λ(ε) > 0 such that for any λ ≥ Λ(ε), (Sλ) has a solution
uλ satisfying:

(i) For j ∈ J there holds∣∣∣∣∣
∫

Ωj

(
1

2

(
|∇uλ|2 + a0u

2
λ

)
− 1

p
|uλ|p

)
dx− cj

∣∣∣∣∣ ≤ ε.
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(ii)

∫
RN\ΩJ

(
|∇uλ|2 + (λa+ a0)u2

λ

)
≤ ε

(iii) Every sequence λn → ∞ has a subsequence (λni) such that uλni → ū as

i → ∞. The restriction ū|Ωj is a least energy solution of (Pj) for j ∈ J .

Moreover, ū(x) = 0 for x ∈ RN \ ΩJ .

This is a generalization of the result from [5] who considered the case where
−∆ + a0 is positive definite, so that Ij has mountain pass structure. A new feature
in the proof of our result is a combination of a global linking applied in each H1

0 (Ωj),
j ∈ J , and a local linking near 0 ∈ H1

0 (Ωj), j /∈ J . These are extended to H1(RN )
and “added”. We believe that this technique can be used in a variety of other
singular limit problems.

Remark 1.2. The results continue to hold for −∆u + (λa(x) + a0(x))u = f(u)
provided the nonlinearity f : R→ R is continuous and satisfies the following condi-
tions:

(f1) f(u) = o(u) as u→ 0.
(f2) |f(u)| ≤ γ(1 + |u|p−1) for some γ > 0.
(f3) F (u)/u2 →∞ as |u| → ∞ where F (u) =

∫ u
0
f .

(f4) The map u 7→ f(u)/|u| is strictly increasing in R \ {0}.
Also the hypotheses on the potential can be weakened. In (V1) the assumption
lim inf |x|→∞ a(x) > 0 can be replaced by the following one: There exists M > 0

such that the measure of the set {x ∈ RN : a(x) ≤ M} is finite; see [1]. In (V2) it
suffices to assume that a0 ∈ L∞loc(RN ) and ess inf a0 > −∞. In order to keep the
presentation readable we refrained from treating the most general situation.

Remark 1.3. If the least energy solutions ūj of (Pj) are isolated then Theorem 1.1
follows from [2]. In fact, one can show that they have nontrivial critical groups,
hence [2, Theorem 1.4] applies. If they have nontrivial degree then according
to [2, Theorem 1.2] there exists a connected set S ⊂ {(λ, u) ∈ R+ × H1(RN ) :
(λ, u) solves (Sλ)} of solutions such that for any sequence (λn, un) ∈ S with λn →
∞ there holds un →

∑
j∈J ūj as n → ∞. If they are even nondegenerate, then [2,

Theorem 1.3] yields a smooth function λ 7→ uλ satisfying uλ →
∑
j∈J ūj as λ→∞.

Our paper is organized as follows: In section 2 we recall the Nehari-Pankov man-
ifold and study the properties of the least energy solutions. Since the standard
functional associated to (Sλ) does not satisfy the Palais-Smale condition under our
hypotheses, in Section 3 we construct and investigate a penalized functional Jλ.
This does satisfy the (PS)-condition for λ large and its critical points in a certain
energy range are solutions of (Sλ). In Section 4, we study the behavior of the eigen-
values and eigenspaces of −∆ + λa+ a0 when λ→∞. Based on this we construct
a new linking and define a possible critical value for Jλ, λ > 0 large, in Section 5.
This is based on an intersection lemma which we prove in Section 6. Sections 5 and
6 are the new key ingredients of our work. Finally, Section 7 contains the proof of
Theorem 1.1.

We will use C to denote various generic positive constants which are independent
of λ and n, and we will write o(1) and on(1) to denote quantities that tend to 0 as
λ→∞, resp. n→∞.
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2. The Nehari-Pankov manifold. We consider an open subset O ⊂ RN and a
potential b ∈ L∞loc(O) which is bounded below. The functional

J(u) =
1

2

∫
O

(
|∇u|2 + b(x)u2

)
− 1

p

∫
O
|u|p

is defined for u ∈ H1(O) satisfying
∫
O |b|u

2 < ∞. We write E for either of the

energy spaces
{
u ∈ H1(O) :

∫
O |b|u

2 <∞
}

or
{
u ∈ H1

0 (O) :
∫
O |b|u

2 <∞
}

. In this
paper the operator −∆ + b(x) has finite Morse index and is nondegenerate on E.
Then E splits as an orthogonal sum E = E− ⊕E+ of the negative and positive ei-
genspace of −∆+ b(x), and dimE− <∞. Let P− : E → E− denote the orthogonal
projection.

The Nehari-Pankov manifold is defined as

N := {u ∈ E \ {0} : P−∇J(u) = 0, DJ(u)[u] = 0} ⊂ E \ E−.

It has been introduced by Pankov [8] in a situation where dimE− =∞, and coin-
cides with the Nehari manifold if E− = {0}. In order to formulate certain geometric
properties of N we need some notation. For w ∈ E \ E− and R > r > 0 set

Hw := {v + tw : v ∈ E−, t > 0} (2.1)

and

Aw,r,R := {v + tw : v ∈ E−, ‖v‖ < R, t ∈ (r,R)} ⊂ Hw. (2.2)

Then we have

N = {w ∈ E \ E− : ∇(J |Hw) = 0}.

Proposition 2.1. a) For every w ∈ E+ \{0} there exist tw > 0 and ϕ(w) ∈ E−
such that Hw ∩N = {ϕ(w) + tw · w}.

b) For every w ∈ N and every u ∈ Hw \ {w} there holds J(u) < J(w).
c) c0 := infu∈N J(u) > 0
d) For every w ∈ N there holds ‖P+w‖ > max{‖P−w‖,

√
2c0}.

e) For w ∈ N and 0 < r < ‖w‖ < R the map

f : Hw → E− × R, f(u) :=
(
P−∇J(u), DJ(u)[u]

)
,

has degree deg(f,Aw,r,R, 0) = 1. Here we identify Hw ⊂ E− ⊕ Rw and E− ×
R+ ⊂ E− × R.

Proof. The proof of a) – d) can be found in [11]. For the proof of e) observe that
f is homotopic to ∇(J |Hw) : Hw → E− ⊕ Rw ∼= E− × R. By a) and b) the
constrained functional J |Hw has a unique critical point, namely w, which is the
global maximum. Since the local degree of a global maximum is +1 we deduce

deg(f,Aw,r,R, 0) = deg(∇(J |Hw), Aw,r,R, 0) = 1.

Remark 2.2. Set d := dimE− and let e1, . . . , ed be an orthonormal basis of E−.
We also need the sets A := {(s, t) ∈ Rd × R : |s| ≤ 1, 0 ≤ t ≤ 1} and B := ∂A ⊂
Rd+1. Given w ∈ N and 0 < r < ‖w‖ < R the map

hw,r,R : (A,B)→ (E,E \ N )), hw,r,R(s, t) := R

d∑
i=1

siei + ((1− t)r + tR)w.



NLS WITH STEEP POTENTIAL WELL AND INDEFINITE POTENTIAL 5

is well defined. It is not difficult to see that all maps hw,r,R are homotopic. As a
consequence of Proposition 2.1 we have

c0 = inf
u∈N

J(u) = inf
w∈N

0<r<‖w‖<R

max
u∈Aw,r,R

J(u) = inf
γ∈Γ

max
(s,t)∈A

J ◦ γ(s, t)

where

Γ = {γ : (A,B)→ (E,E \ N ) | γ|B is homotopic to some hw,r,R}.

The proof of the following result is standard.

Proposition 2.3. If J satisfies the Palais-Smale condition at the level c0 = infu∈N J(u)
then c0 is achieved by a least energy solution u0 ∈ N .

3. The penalized functional. We first construct a variational functional whose
critical points (in a certain energy range) will be solutions of (Sλ) and which satisfies
the Palais-Smale condition. By assumption (V3) there exist smoothly bounded open
sets Ω′1, . . . ,Ω

′
m ⊂ RN such that

Ωj ⊂ Ω′j , Ω′i ∩ Ω′j = ∅ for i 6= j, and Ω′j ∩ Ω \ Ωj = ∅.

Using (V1)− (V3), we may choose Λ0 > 0 such that

Λ0a(x) + a0(x) ≥ 1 if x /∈ Ω′ :=

m⋃
j=1

Ω′j . (3.1)

Setting Vλ := λa+ a0 we look for solutions lying in the energy space

E :=

{
u ∈ D1,2(RN ) :

∫
RN

V +
Λ0
u2 <∞

}
⊂ H1(RN ). (3.2)

As a consequence of (3.1) the norms

‖u‖λ :=

(∫
RN

(
|∇u|2 + V +

λ u
2
))1/2

are equivalent for λ ≥ Λ0, and satisfy ‖ · ‖λ ≤ ‖ · ‖λ′ for λ ≤ λ′. Occasionally we
write Eλ for (E, ‖ · ‖λ), and we observe that

‖ · ‖H1 ≤ C‖ · ‖λ for all λ ≥ Λ0 (3.3)

with embedding constant C > 1 independent of λ. The functional

Iλ : E → R, Iλ(u) :=
1

2

∫
RN

(
|∇u|2 + Vλu

2
)
− 1

p

∫
RN
|u|p,

is of class C2, and critical points of Iλ are solutions of (Sλ). Iλ is the standard
functional associated to (Sλ).

Since Iλ does not need to satisfy the Palais-Smale condition we shall now modify
it. We first define for t ∈ R and δ > 0:

fδ(t) :=

{
|t|p−2t if |t| ≤ δ
δp−2t if |t| > δ

and set Fδ(t) :=
∫ t

0
fδ(s)ds. Let χ : RN → [0, 1] denote the characteristic function

of Ω′. We consider the penalized nonlinearity

gδ(x, t) := χ(x)|t|p−2t+ (1− χ(x))fδ(t).
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Setting Gδ(x, t) :=
∫ t

0
gδ(x, s)ds we can now define the functional

Jλ : E → R, Jλ(u) :=
1

2

∫
RN

(
|∇u|2 + Vλ(x)u2

)
−
∫
RN

Gδ(x, u),

The constant δ is suppressed in the notation because it will be fixed. We only require
that 3Cδp−2 < 1 with C from (3.3). This implies in particular that Gδ(x, t) ≤ t2/2
for x ∈ RN \Ω′. It is standard to check that Jλ is of class C1 and that its nontrivial
critical points are solutions of

−∆u+ (λa(x) + a0(x))u = gδ(x, u) in RN .
If moreover u satisfies |u(x)| < δ for all x ∈ RN \ Ω′, then u solves the original
problem (Sλ).

Proposition 3.1. Jλ satisfies the Palais-Smale condition for λ ≥ Λ0. More pre-
cisely, any sequence (un) in E with

Jλ(un) ≤ c, ∇Jλ(un)→ 0 strongly in Eλ, (3.4)

contains a strongly convergent subsequence in E.

For the proof we need the following

Lemma 3.2. Suppose that a sequence (un) in E satisfies (3.4). Then there exists
a constant M(c) which is independent of λ such that

lim sup
n→∞

‖un‖2λ ≤M(c). (3.5)

Proof. Setting εn := ‖∇Jλ(un)‖ it follows from (3.4) that∫
Ω′

(
1

2
− 1

p

)
|un|p +

∫
RN\Ω′

(
1

2
fδ(un)un − Fδ(un)

)
=

1

2

∫
RN

gδ(x, un)un −
∫
RN

Gδ(x, un)

= Jλ(un)− 1

2
J ′λ(un)un ≤ c+ εn‖un‖λ.

(3.6)

Observe that for |t| ∈ (δ,∞),

1

2
fδ(t)t− Fδ(t) =

1

2
δp−2t2 − 1

2
δp−2t2 +

p− 2

2p
δp =

p− 2

2p
δp ≥ 0, (3.7)

and for |t| ≤ δ,
1

2
f(t)t− F (t) =

(
1

2
− 1

p

)
|t|p. (3.8)

Combining (3.6)-(3.8) we obtain(
1

2
− 1

p

)∫
Ω′
|un|p ≤ c+ o(1) + εn‖un‖λ.

Since V −λ is non-increasing with respect to λ and suppV −λ ⊂ Ω′ for λ ≥ Λ0 we
deduce for λ ≥ Λ0:∫

RN
V −λ u

2
n =

∫
Ω′
V −λ u

2
n ≤

∫
Ω′
V −Λ0

u2
n ≤ C +

∫
Ω′
|un|p

≤ C
(
1 + c+ (εn)‖un‖λ

)
,

(3.9)

where C is a positive constant which is independent of λ and n.
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Using (3.4) once more, we obtain(
1

2
− 1

p

)∫
RN

(
|∇un|2 + V +

λ u
2
n

)
−
(

1

2
− 1

p

)∫
RN

V −λ u
2
n

+
1

p

∫
RN

gδ(x, un)un −
∫
RN

G(x, un)

= Jλ(un)− 1

p
J ′λ(un)un ≤ c+ εn‖un‖λ.

(3.10)

A similar argument yields

1

p

∫
RN

gδ(x, un)un −
∫
RN

Gδ(x, un) ≥ −
(

1

2
− 1

p

)
δp−2

∫
RN\O′

u2
n (3.11)

Combining (3.10) and (3.11) gives(
1

2
− 1

p

)
(1− δp−2)‖un‖2λ =

(
1

2
− 1

p

)
(1− δp−2)

∫
RN

[|∇un|2 + V +
λ u

2
n]

≤ C
(
1 + c+ εn‖un‖λ

)
.

Since δp−2 < 1 it easily follows that there exists M(c) which is independent of
λ ≥ Λ0 such that (3.5) holds. This completes the proof of Lemma 3.2.

Now we can give the

Proof of Proposition 3.1. From Lemma 3.2, we know that (un) is bounded in Eλ,
so after passing to a subsequence there holds

un ⇀ u weakly in Eλ,
un → u strongly in Lqloc(RN ) for 2 ≤ q < 2∗,
un → u a.e in RN .

Now we prove that un → u in Eλ. First of all, it is easy to check that u is a critical
point of Jλ(u), that is,∫

RN
(∇u∇ψ + Vλ(x)uψ) =

∫
RN

gδ(x, u)ψ for every ψ ∈ Eλ.

It follows from (3.4) that

on(1) = (J ′λ(un)− J ′λ(u))(un − u)

=

∫
RN

(|∇(un − u)|2 + Vλ(x)|un − u|2)−
∫
RN

gδ(x, un)(un − u)

+

∫
RN

gδ(x, u)(un − u)

= ‖un − u‖2λ −
∫

Ω′
V −λ (x)|un − u|2 −

∫
Ω′
|un|p−2un(un − u)

−
∫
RN\Ω′

fδ(un)(un − u) +

∫
Ω′
|u|p−2u(un − u) +

∫
RN\Ω′

fδ(u)(un − u)
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By the definition of fδ(t) we have∣∣∣∣∣
∫
RN\Ω′

fδ(un)(un − u)

∣∣∣∣∣
≤

∣∣∣∣∣
∫
RN\Ω′

(fδ(un)− δp−2un)(un − u)

∣∣∣∣∣+ δp−2

∣∣∣∣∣
∫
RN\Ω′

un(un − u)

∣∣∣∣∣
≤ 3δp−2‖un − u‖2L2 + δp−2

∣∣∣∣∣
∫
RN\Ω′

u(un − u)

∣∣∣∣∣ ,
Now un ⇀ u in Eλ implies∣∣∣∣∣

∫
RN\Ω′

u(un − u)

∣∣∣∣∣→ 0 and

∣∣∣∣∣
∫
RN\Ω′

fδ(u)(un − u)

∣∣∣∣∣→ 0.

Finally, since un → u strongly in Lp(Ω′), and since ‖ · ‖L2 ≤ C‖ · ‖2λ, see (3.3), we
deduce:

(1− 3Cδp−2)‖un − u‖2λ ≤ ‖un − u‖2λ − 3δp−2‖un − u‖2L2

≤
∫

Ω′
|un|p−2un(un − u)−

∫
Ω′
|u|p−2u(un − u) +

∫
Ω′
V −λ (x)|un − u|2 + on(1)

→ 0

as n→∞. Therefore un → u in Eλ because 3Cδp−2 < 1. �

Proposition 3.3. Suppose the sequences λn →∞ and (un) in E satisfy

Jλn(un) ≤ c, ‖∇Jλn(un)‖λn → 0. (3.12)

Then, after passing to a subsequence, we have:

a) un ⇀ u weakly in E for some u ∈ E.

b) u ≡ 0 in RN \ Ω, and u|Ωj solves

{
−∆u+ a0u = |u|p−2u in Ωj

u ∈ H1
0 (Ωj)

for j = 1, . . . ,m.
c) ‖un − u‖λn → 0, consequently un → u in H1(RN ).
d) (un) also satisfies for n→∞:

(i)

∫
RN

λna(x)u2
n → 0

(ii)

∫
RN\Ω

(
|∇un|2 + Vλnu

2
n

)
→ 0

(iii)

∫
Ω′j

(
|∇un|2 + Vλnu

2
n

)
→
∫

Ωj

(
|∇u|2 + a0(x)u2

)
for j = 1, . . . ,m.

Proof. As in the proof of Lemma 3.2, one shows that lim supn→∞ ‖un‖2λn ≤ M(c).
Thus (un) stays bounded as n→∞ in E, so we may assume that for some u ∈ E:

un ⇀ u weakly in E,
un → u a.e. in RN ,
un → u strongly in Lqloc(RN ) for 2 ≤ q < 2∗.
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Now we prove b). Setting Ck := {x ∈ RN : a(x) ≥ 1
k}, we have for n large:∫

Ck

u2
n ≤

k

λn

∫
RN

λna(x)u2
n =

k

λn

∫
RN

(λna(x) + a0(x))u2
n −

k

λn

∫
RN

a0(x)u2
n

≤ k

λn
‖un‖2λn +

k

λn
‖a0‖L∞‖un‖2L2 → 0.

It follows that u(x) = 0 in
⋃∞
k=1 Ck = RN \ Ω.

Next we have for any test function ϕ ∈ C∞0 (Ωj), j = 1, 2, . . . ,m:

|J ′λn(un)ϕ| ≤ ‖∇Jλn(un)‖λn‖ϕ‖λn → 0.

Here we use the fact that ‖ϕ‖λn does not depend on λn. It follows that∫
Ωj

(∇u∇ϕ+ a0uϕ) =

∫
Ωj

g(x, u)ϕ.

This implies b).

In order to prove c) we observe that

J ′λn(un)(un − u)− J ′λn(u)(un − u)

= ‖un − u‖2λn −
∫
RN\Ω′

fδ(un)(un − u) +

∫
RN\Ω′

fδ(u)(un − u)

= −
∫

Ω′
V −λn(un − u)2 −

∫
Ω′
|un|p−2un(un − u) +

∫
Ω′
|u|p−2u(un − u).

Here we have used the fact that suppV −λn ⊂ Ω′ for n large. Since un → u in Lp(Ω′),
we have∫

Ω′
(|un|p−2un − |u|p−2u)(un − u)→ 0 and

∫
Ω′
V −λn(un − u)2 → 0 as n→∞.

On the other hand

|J ′λn(un)(un − u)| ≤ ‖∇Jλn(un)‖λn‖un − u‖λn
≤ ‖∇Jλn(un)‖λn(‖un‖λn + ‖u‖λn)→ 0.

This implies

‖un − u‖2λn −
∫
RN\Ω′

(fδ(un)− fδ(u))(un − u)→ 0.

We obtain (1− 3Cδp−2)‖un − u‖2λn → 0 as in the proof of Proposition 3.1, hence
c) holds.

It remains to prove d). Using c) we see that

1

2

∫
RN

λna(x)u2
n =

1

2

∫
RN\Ω

λna(x)u2
n =

1

2

∫
RN\Ω

λna(x)|un − u|2

≤ ‖un − u‖2λn → 0

which proves (i); (ii) and (iii) also follow immediately from c)

Proposition 3.4. Given c > 0 there exists Λc > Λ0 such that for λ ≥ Λc a critical
point uλ of Jλ with |Jλ(uλ)| ≤ c satisfies |uλ| ≤ δ for x ∈ RN \ Ω′.
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Proof. Since uλ ∈ Eλ is a critical point of Jλ(u) it satisfies the equation

−∆uλ + (λa(x) + a0(x))uλ = gδ(x, uλ), in RN .

Using that uλ is bounded in E independent of λ, an argument as in the proof of [1,
Lemma 5.1] shows that ‖uλ‖L∞ is bounded independent of λ. On the other hand,
by the definition of gδ, we know that Aδ(x) := gδ(x, uλ(x))/uλ(x) is bounded in
L∞(RN ). Moreover, (V1) implies that the negative part of Wλ := λa + a0 − Aδ is
bounded uniformly in λ. It follows from [9, A.2.1] that the norm of W−λ in the Kato
class KN is bounded uniformly in λ. Thus by the subsolution estimate [9, Theorem
C.1.2] there exists a constant C which is independent of λ such that

|uλ(x)| ≤ C(r)

∫
Br(x)

|uλ| ; (3.13)

here Br(x) = {y ∈ RN : |x− y| < r}. Proposition 3.3 implies that for any sequence
λn →∞, after passing to a subsequence there holds uλn → u0 ∈ H1

0 (Ω) strongly in
E, and therefore uλn → 0 strongly in L2(RN \Ω). Since λn →∞ was arbitrary, we
have

uλ → 0 strongly in L2(RN \ Ω) as λ→∞.

Thus, choosing r = 1
2 dist(Ω,RN \ Ω′), we have uniformly in x ∈ RN \ Ω′ that

|uλ(x)| ≤ C(r)

∫
Br(x)

|uλ(x)| ≤ C(r)(measBr(x))1/2‖uλ‖1/2L2(Br(x))

≤ C(r)(measBr(x))1/2‖uλ‖1/2L2(RN\Ω)
→ 0.

This completes the proof.

4. Behavior of eigenvalues and eigenspaces. Recall the smoothly bounded
open neighborhoods Ω′j of Ωj from the definition of the penalized functional in

Section 3, and denote Xj := H1(Ω′j). Let µλj,1 < µλj,2 < µλj,3 < . . . be the distinct

eigenvalues of Lλ in Xj and let V λj,n, n ∈ N, be the corresponding eigenspaces.
Similarly, let µj.1 < µj,2 < µj,3 < . . . denote the distinct eigenvalues of L0 =
−∆ + a0 in Ej = H1

0 (Ωj) with eigenspaces Vj,n. Then we have:

Lemma 4.1. µλj,n → µj,n and V λj,n → Vj,n as λ→∞.

Here V λj,n → Vj,n means that, given any sequence λi → ∞ and normalized

eigenfunctions ψi ∈ V λij,n, there exists a normalized eigenfunction ψ ∈ Vj,n such that
ψi → ψ strongly in Xj along a subsequence.

Corollary 4.2. For λ large the operator −∆ + λa+ a0 on Xj = H1(Ω′j) is nonde-

generate and has finite Morse index dj := dimE−j uniformly in λ.

Proof of Lemma 4.1. Since j ∈ {1, . . . ,m} is fixed, to simplify notation we denote
µλj,n by µλn, µj,n by µn, V λj,n by V λn , and Vj,n by Vn. For n = 1 the result has been
proved by Ding and Tanaka [5, Lemma 1.2]). Now suppose n ≥ 2 and the result
holds up to n− 1. Set

d := dimV1 + · · ·+ dimVn−1 = dimV λ1 + · · ·+ dimV λn−1.
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By the minmax description of the eigenvalues, see Reed and Simon [9, XIII.1], for
instance, there holds:

µλn = inf
{

(Lλψ,ψ) : ψ ∈ H1(Ω′j), ‖ψ‖L2(Ω′j)
= 1,

ψ ⊥ V λm = 0 for m = 1, . . . , n− 1
}

= max
φ1,...,φd∈H1(Ω′j)

inf
{

(Lλψ,ψ) : ψ ∈ H1(Ω′j), ‖ψ‖L2(Ω′j)
= 1,

(ψ, φi) = 0 for i = 1, . . . , d
}

(4.1)

and

µn = inf
{

(L0ψ,ψ) : ψ ∈ H1
0 (Ωj), ‖ψ‖L2(Ωj) = 1,

ψ ⊥ Vm for m = 1, . . . , n− 1
}

= max
φ1,··· ,φd−1∈H1

0 (Ωj)
inf
{

(L0ψ,ψ) : ψ ∈ H1
0 (Ωj), ‖ψ‖L2(Ωj) = 1,

(ψ, φi) = 0 for i = 1, . . . , d− 1
}
.

(4.2)

Since V λm → Vm for 1 ≤ m ≤ n − 1 as λ → ∞, and since (Lλψ,ψ) = (L0ψ,ψ), for
every ψ ∈ H1

0 (Ωj), (4.1) and (4.2) imply:

lim sup
λ→∞

µλn ≤ µn. (4.3)

In order to prove equality consider a sequence λi → ∞ and normalized eigen-
functions ψi corresponding to µλin . Then we have:∫

Ω′j

ψ2
i = 1,

∫
Ω′j

(
|∇ψi|2 + (λia(x) + a0(x))ψ2

i

)
= µλin ,

and

ψi ⊥ V λim for m = 1, 2, . . . , n− 1.

By (4.3), ψi is bounded in H1(Ω′j), so we may assume that ψi ⇀ ψ ∈ H1(Ω′j) and

ψi → ψ in L2(Ω′j). It is easy to see that ψ = 0 in Ω′j \ Ωj , because a(x) > 0 in

Ω′j \ Ωj . Since ∂Ωj is smooth it follows that ψ ∈ H1
0 (Ωj). Strong convergence in

L2(Ω′j) implies
∫

Ωj
ψ2 =

∫
Ω′j
ψ2 = 1. Since by our induction assumption, V λim → Vm,

m = 1, . . . , n− 1, we obtain

ψ ⊥ Vm, m = 1, . . . , n− 1. (4.4)

By the minmax description of the nth-eigenvalue there holds:

µn ≤
∫

Ωj

(
|∇ψ|2 + a0(x)ψ2

)
≤ lim inf

i→∞

∫
Ω′j

(
|∇ψi|2 + (λia(x) + a0(x))ψ2

i

)
= lim inf

i→∞
µλin ≤ µn.

(4.5)

This and (4.3) show that µλn → µn as λ → ∞. It also follows from (4.5) that
ψi → ψ ∈ Vn strongly in Xj , hence V λn → Vn. �
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5. Definition of the critical value. For j = 1, . . . ,m, we set Ej := H1
0 (Ωj) ⊂ E,

where E is defined in (3.2), and consider the functional

Ij : Ej → R, Ij(u) =
1

2

∫
Ωj

(
|∇u|2 + a0u

2
)
− 1

p

∫
Ωj

|u|p.

By assumption (V3), Ej splits as the orthogonal sum Ej = E−j ⊕E
+
j of the negative

and positive eigenspace of −∆ + a0. As in Section 2 let P−j : Ej → E−j denote the

orthogonal projection. Since Ωj is bounded, p < 2N/(N − 2) if N > 2, Ij satisfies
the Palais-Smale condition, hence the infimum of Ij on the Nehari-Pankov manifold

Nj = {u ∈ Ej \ {0} : P−j (∇Ij(u)) = 0, DIj(u)[u] = 0}

is achieved by some wj ∈ Nj ,

cj := inf
u∈Nj

Ij(u) = Ij(wj) > 0. (5.1)

We fix a subset J ⊂ {1, 2, . . . ,m}, set dj := dimE−j , and let eji, i = 1, . . . , dj , be

an orthonormal basis of E−j , j = 1, . . . ,m. We also need the sets

A :=
{

(s1, . . . , sm, t) ∈ Rd1 × · · · × Rdm × RJ : ‖si‖∞ ≤ 1, i = 1, . . . ,m,

0 ≤ tj ≤ 1, j ∈ J
}

and B := ∂A. For R > maxj∈J ‖wj‖ large and 0 < r < minj∈J ‖wj‖ small, to be
determined below, we define the map γ0 : A→ E by

γ0(s, t) :=
∑
j∈J

R dj∑
i=1

sjieji + ((1− tj)r + tjR)wj

+
∑
j /∈J

r dj∑
i=1

sjieji

 .

Observe that Ij(u) ≤ 0 for u ∈ E−j , and therefore

∑
j /∈J

Ij

r dj∑
i=1

sjieji

 ≤ 0 for all sji.

Hence if some sji 6= 0 or some tj 6= 0 then

Jλ
(
γ0(s, t)

)
=
∑
j∈J

Ij

R dj∑
i=1

sjieji + ((1− tj)r + tjR)wj

+
∑
j /∈J

Ij

r dj∑
i=1

sjieji


→ −∞

as R→∞. Also, if tj = 0 for j ∈ J and r = 0 then Jλ
(
γ0(s, t)

)
≤ 0. It follows that

for R > 0 large and r > 0 small there holds

Jλ
(
γ0(s, t)

)
<
∑
j∈J

cj for all (s, t) ∈ B, λ ≥ 0. (5.2)

If r is small enough there exists α > 0 such that

Ij(uj) ≥ α‖uj‖2Ej for uj ∈ E+
j , ‖uj‖Ej ≤ r. (5.3)

We fix r,R satisfying (5.2) and (5.3). Now we define the sets

Hλ := {h : A× [0, 1]→ E : h ∈ C0, h(s, t, 0) = γ0(s, t),

Jλ(h(s, t, τ)) is nonincreasing with respect to τ}
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and
Γλ := {γ : A→ E | ∃h ∈ Hλ ∀ (s, t) ∈ A : γ(s, t) = h(s, t, 1)} .

Finally we arrive at a minmax description of a possible critical value:

cλ := inf
γ∈Γλ

max
(s,t)∈A

Jλ(γ(s, t)). (5.4)

Lemma 5.1. cλ ≤
∑
j∈J

cj

Proof. This follows from γ0 ∈ Γλ, the choice of the wj , and Proposition 2.1.

In order to obtain a lower bound for cλ we need the smoothly bounded open
neighborhoods Ω′j of Ωj from the definition of the penalized functional in Section 3.

We consider the functional Iλj : Xj = H1(Ω′j)→ R defined by

Iλj (u) :=
1

2

∫
Ω′j

(
|∇u|2 + (λa+ a0)u2

)
− 1

p

∫
Ω′j

|u|p,

and its associated Nehari-Pankov manifold

N λ
j := {u ∈ Xj \ {0} : Qλ,−j (∇Iλj (u)) = 0 , DIλj (u)[u] = 0}.

Here Qλ,−j : Xj → Xλ,−
j is the orthogonal projection on the negative eigenspace

associated to Lλ := −∆ + λa + a0 in Xj . As a consequence of Corollary 4.2 the
results from Section 2 apply and the infimum

cλj := inf
u∈Nλj

Iλj (u) > 0

is achieved. We have the following asymptotic behavior for cλj as λ→∞.

Lemma 5.2. cλj → cj as λ→∞.

Proof. Clearly Nj ⊂ N λ
j because

Qλ−j
(
∇Iλj (uj)

)
= P−j (∇Ij(uj)) and DIλj (uj)[uj ] = DIj(uj)[uj ]

for every u ∈ H1
0 (Ωj). It follows that

cλj ≤ cj . (5.5)

On the other hand, it is easy to see that cλj is nondecreasing with respect to λ. Thus

(5.5) implies that the limit limλ→∞ cλj exists and

lim
λ→∞

cλj ≤ cj . (5.6)

Now we prove the inverse of (5.6). Indeed, since Iλj satisfies the Palais-Smale

condition, cλj is achieved by a critical point wλ of Iλj . Given a sequence λi → ∞,

we deduce from (5.6) that wλi is uniformly bounded in H1(Ω′j), so we may assume

wλi ⇀ w in H1(Ω′j). As in the proof of Proposition 3.3 one sees that wλi → w

strongly in H1(Ω′j), w ∈ H1
0 (Ωj), and cλij = Iλij (wλi)→ Ij(w); in particular w 6= 0.

Moreover,
DIλi(w

λi)[wλi ]→ DIj(w)[w]

and
Qλij ∇I

λi
j (wλi)→ Pj∇Ij(w);

here we also used Lemma 4.1. Thus w ∈ Nj and

cj ≤ Ij(w) = lim
λ→∞

cλj . (5.7)
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The lemma follows from (5.6) and (5.7).

Let Ω0 :=
⋃
j /∈J Ωj and Ω′0 :=

⋃
j /∈J Ω′j . We denote X0 := H1(Ω′0) =

⊕
j /∈J Xj

and E0 := H1
0 (Ω0) =

⊕
j /∈J Ej . Let Xλ−

0 be the negative eigenspace associated to

−∆+λa+a0 in X0, and let E−0 be the negative eigenspace associated to −∆+a0 in

E0. Clearly Xλ−
0 =

⊕
j /∈J X

λ−
j and E−0 =

⊕
j /∈J E

−
j . Finally, let Qλ−0 : X0 → Xλ−

0

and P−0 : E0 → E−0 be the orthogonal projections.

The following linking property for γ ∈ Γλ is the key to the proof of the lower
bound of cλ. It will be proved in the next section.

Lemma 5.3. If λ is sufficiently large, then for any γ ∈ Γλ, there exists (s, t) ∈ A
such that u := γ(s, t) satisfies

uj := u|Ω′j ∈ N
λ
j for j ∈ J, (5.8)

and

u0 ⊥ Xλ−
0 , ‖u0‖ < r. (5.9)

Lemma 5.4. cλ ≥
∑
j∈J c

λ
j .

Proof. Lemma 5.3 yields that, given γ ∈ Γλ there exists (s, t) ∈ A such that u :=
γ(s, t) satisfies (5.8) and (5.9). Using (5.3) this implies Iλ0 (u0) ≥ 0, hence

max
A

Jλ ◦ γ ≥ Jλ(u) ≥
∑
j∈J

Iλj (uj) ≥
∑
j∈J

cλj .

As a consequence of the lemmas 5.1, 5.4 and 5.2, we deduce:

Corollary 5.5. There holds lim
λ→∞

cλ =
∑
j∈J

cj and for λ large, cλ is achieved by a

critical point uλ of Jλ.

Proof. In fact, for λ large enough (5.2) implies

cλ > max
(s,t)∈B

Jλ(γ0(s, t)).

A standard argument now yields that cλ is achieved by a critical point uλ of Jλ
provided λ ≥ Λ0 as in Proposition 3.1. As a consequence of Proposition 3.4, uλ is
a solution of (Sλ) for λ large.

6. Proof of Lemma 5.3. For u ∈ E we write uj := u|Ω′j , j ∈ J0 := J ∪ {0}. We

need the map

fλ : E → Xλ−
0 ×

∏
j∈J

(
Xλ−
j × R

)
defined by

fλ,0 := Qλ−0 : E → Xλ−
0

and for j ∈ J :

fλ,j : E → Xλ−
j × R, fλ,j(u) :=

(
Qλ−j (∇Iλj (uj)), DI

λ
j (uj)[uj ]

)
.

Clearly we have:

fλ(u) = 0 ⇐⇒ u0 ⊥ Xλ−
0 , and uj ∈ N λ

j for j ∈ J (6.1)
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Consider γ ∈ Γλ and let h ∈ Hλ be a homotopy from γ0 to γ. We have to show
that for λ large there exists (s, t) ∈ A such that u = γ(s, t) satisfies fλ(u) = 0 and
‖u0‖ < r. This will be done with a degree argument.

First we claim that for (s, t, τ) ∈ A × [0, 1], u := h(s, t, τ), and λ large the
following holds:

fλ(u) = 0 =⇒ ‖u0‖X0 6= r. (6.2)

In order to see this we observe that Lemma 4.1 and (5.3) imply the existence of
β > 0 such that

Iλ0 (v) ≥ β for all v ∈ X+
0 , ‖v‖X0

= r,

and
Iλ0 (v) ≥ 0 for all v ∈ X+

0 , ‖v‖X0 ≤ r,
hold for λ large. Moreover, Lemma 5.2 shows that∑

j∈J
cj <

∑
j∈J

cλj + β

for λ large. Now suppose that
‖u0‖X0

= r. (6.3)

Our choice of δ implies for v ∈ E and λ ≥ Λ0 that

Jλ(v) =
1

2

∫
RN\Ω′

(
|∇v|2 + (λa+ a0)v2

)
−
∫
RN\Ω′

Gδ(x, v)

+
∑
j∈J0

(
1

2

∫
Ω′j

(
|∇v|2 + (λa+ a0)v2

)
−
∫

Ω′j

Gδ(x, v)

)

≥
∑
j∈J0

(
1

2

∫
Ω′j

(
|∇u|2 + (λa+ a0)v2

)
− 1

p

∫
Ω′j

|v|p
)

=
∑
j∈J0

Iλj (v|Ω′j).

Thus we get for u = h(s, t, r)

Jλ(u) ≥
∑
j∈J0

Iλj (uj) ≥ β +
∑
j∈J

cλj >
∑
j∈J

cj . (6.4)

On the other hand, using that Jλ(h(s, t, τ)) is nonincreasing with respect to τ ∈ [0, 1]
we have

Jλ(u) = Jλ(h(s, t, τ)) ≤ Jλ(h(s, t, 0)) = Jλ(γ0(s, t)) ≤
∑
j∈J

cj

which contradicts with (6.4). This contradiction implies that (6.3) is impossible,
which proves (6.2).

Now we consider the sets

Gλ := {(s, t, τ) ∈ A× [0, 1] : fλ(h(s, t, τ)) = 0}
and

G0
λ := {(s, t, τ) ∈ Gλ : u = h(s, t, τ) satisfies ‖u0‖X0

< r}.
By (6.2), for λ large there exists a neighborhood Uλ of G0

λ in A × [0, 1] such that

Uλ ∩ (Gλ \ G0
λ) = ∅. We define Uτλ := {(s, t) ∈ A : (s, t, τ) ∈ Uλ}. The lemma
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is proved if we can find (s, t) ∈ U1
λ such that fλ(γ(s, t)) = 0. By the homotopy

invariance of the degree we have

deg(fλ ◦ γ, U1
λ , 0) = deg(fλ ◦ γ0, U

0
λ , 0). (6.5)

Setting

s∗ = (0, . . . , 0) ∈ Rd1 × · · · × Rdm and t∗ =

(
1− r
R− r

, . . . ,
1− r
R− r

)
∈ RJ (6.6)

we have
G ∩ (A× {0}) = {(s∗, t∗, 0)},

and therefore
deg(fλ ◦ γ0, U

0
λ , 0) = deg(fλ ◦ γ0, A, 0). (6.7)

Clearly γ0 is linear in (s, t) and defines a homeomorphism

γ0 : A→ A′ := B0,r ×
∏
j∈J

Awj ,r,R ⊂ E−0 ×
∏
j∈J

Hwj ⊂ H1
0 (Ω).

Here Awj ,r,R ⊂ Hwj ⊂ E−j ⊕ Rwj is defined as in (2.1) and (2.2), and

B0,r :=

u ∈ E−0 : u = r
∑
j /∈J

dj∑
i=1

sjieji, |sji| ≤ 1

 .

It follows that
deg(fλ ◦ γ0, A, 0) = ±deg(fλ, A

′, 0). (6.8)

Moreover, since A′ ⊂ H1
0 (Ω) we have for u ∈ A′ that uj = u|Ω′j ∈ H

1
0 (Ωj). This

implies
Q−0 (u0) = P−0 (u0),

and for j ∈ J :

Qλ−j (∇Iλj (uj)) = P−j (∇Ij(uj)), DIλj (uj)[uj ] = DIj(uj)[uj ].

Thus for u ∈ A we have fλ(u) = (gj(uj))j∈J0 with g0(u) = P−0 (u) and

gj(uj) =
(
P−j (∇Ij(uj)), DIj(uj)[uj ]

)
, j ∈ J.

Now Proposition 2.1 e) yields

deg(fλ, A
′, 0) = deg(g0, B0,R, 0) ·

∏
j∈J

deg(gj , Awj ,r,R, 0) = 1. (6.9)

The equations (6.5)-(6.9) imply the existence of (s, t) ∈ U1
λ with fλ(γ(s, t)) = 0. It

follows that u = γ(s, t) satisfies ‖u0‖X0 < r, in addition to fλ(u) = 0. This proves
Lemma 5.3.

7. Proof of Theorem 1.1. For u ∈ E and M ⊂ RN measurable we use the
notation

‖u‖λ,M :=

(∫
M

(
|∇u|2 + (λa(x) + a0(x))u2

))1/2

.

We choose ε > 0 small so that Bε(0, Ej) contains only 0 ∈ Ej as critical point of

Ij , for all j /∈ J . We also require that ε <
√

2pcj/(p− 2) for j ∈ J . Now we define

Dε
λ =

{
u ∈ Eλ : ‖u‖λ,RN\Ω′J ≤ ε/3∣∣∣∣‖u‖λ,Ω′j −√2pcj/(p− 2)

∣∣∣∣ ≤ ε/3 for all j ∈ J
}
.
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Setting c∗ :=
∑
j∈J cj , it is easy to check that Dε

λ∩Jc
∗

λ contains all functions of the
form

w(x) =

{
vj(x) x ∈ Ωj , j ∈ J,
0 x ∈ RN \ ΩJ ;

where vj minimizes Ij in Nj ; see Section 5.

Lemma 7.1. There exists σ0 > 0 and Λ1 ≥ Λ0 such that

‖∇Jλ(u)‖λ ≥ σ0 for λ ≥ Λ1 and u ∈
(
D2ε
λ \Dε

λ

)
∩ Jc

∗

λ (7.1)

Proof. We argue by contradiction. Suppose there exist λn → ∞ and un ∈ (D2ε
λn
\

Dε
λn

) ∩ Jc∗λn such that ‖∇Jλn(u)‖λn → 0. Since D2ε
λn

is bounded we can apply
Proposition 3.3, so up to a subsequence un → u in E and u|Ωj is a critical point of
Ij . In addition we have:

lim
n→∞

‖un‖λn,Ω′j =

∫
Ωj

(|∇u|2 + a0(x)u2) for 1 ≤ j ≤ m, (7.2)

and
lim
n→∞

‖un‖λn,RN\Ω′ = 0. (7.3)

This implies that u ≡ 0 in RN \ Ω. Since ‖u|Ωj‖ < ε for j /∈ J we also have u ≡ 0

in RN \ΩJ . On the other hand, (7.2) and our choice of ε imply u|Ωj 6= 0 for j ∈ J ,

hence Ij
(
u|Ωj

)
≥ cj for j ∈ J . Then Jλn(un) ≤ c∗ yields Ij

(
u|Ωj

)
= cj for j ∈ J .

From this we deduce∫
Ωj

(|∇u|2 + a0u
2) =

(
1

2
− 1

p

)−1

cj = 2pcj/(p− 2) for j ∈ J,

hence un ∈ Dε
λn

for large n by (7.2) and (7.3), contradicting un ∈ D2ε
λn
\Dε

λn
.

The following proposition is the key of the proof of our main result.

Proposition 7.2. Let Λ1 be the constant given in Lemma 7.1 and Λc∗ the constant
from Proposition 3.4. Then for λ ≥ max{Λ1,Λc∗} there exists a solution uλ of (Sλ)
satisfying uλ ∈ Dε

λ ∩ Jc
∗

λ .

Proof. We argue indirectly and assume that Jλ has no critical points in Dε
λ ∩ Jc

∗

λ .
Since Jλ satisfies the Palais-Smale condition, there exists a constant dλ > 0 such
that

‖∇Jλ(u)‖λ ≥ dλ for all u ∈ Dε
λ ∩ Jc

∗

λ . (7.4)

By Lemma 7.1 there holds

‖∇Jλ(u)‖λ ≥ σ0 for all u ∈ (D2ε
λ \Dε

λ) ∩ Jc
∗

λ

Let ϕ : E → R be a Lipschitz continuous function such that

ϕ(u) =

{
1 for u ∈ D3ε/2

λ ,

0 for u 6∈ D2ε
λ

and 0 ≤ ϕ(u) ≤ 1 for every u ∈ E. Then the vector field

V : Jc
∗

λ → E, V (u) = −ϕ(u)
∇Jλ(u)

‖∇Jλ(u)‖λ
,

is well defined, Lipschitz continuous and satisfies

‖V (u)‖λ ≤ 1 for all u. (7.5)
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We consider the associated flow η : [0,∞)× Jc∗λ → Jc
∗

λ defined by

η̇(τ, u) =
dη

dτ
(τ, u) = V (η(τ, u)), η(0, u) = u.

Obviously η satisfies

d

dτ
Jλ(η(τ, u)) = −ϕ(u)‖∇Jλ(u)‖λ ≤ 0, (7.6)

and

η(τ, u) = u for all τ ≥ 0, u ∈ Jc
∗

λ \D2ε
λ . (7.7)

We consider η(τ, γ0) for large τ . Since γ0(s, t) 6∈ D2ε
λ for (s, t) ∈ B, (7.7) implies

η(τ, γ0(s, t)) = γ0(s, t) for (s, t) ∈ B, τ ≥ 0. (7.8)

Recall that supp γ0(s, t) ⊂
⋃
j∈J Ωj for every (s, t) ∈ A, hence Jλ(γ0(s, t)) and

‖γ0(s, t)‖λ,Ω′ etc. do not depend on λ ≥ 0. On the other hand

Jλ(γ0(s, t)) ≤ c∗ for (s, t) ∈ A
and there exists a unique (s∗, t∗) ∈ A, see (6.6), with Jλ(γ0(s∗, t∗)) = c∗, that is,
γ0(s∗, t∗))|Ωj = wj for j ∈ J and γ0(s∗, t∗))(x)|Ωj = 0 for j /∈ J . Thus we have

m0 := max{Jλ(u) : u ∈ γ0(A) \Dε
λ} < c∗ (7.9)

is independent of λ.

Now we claim that for large τ̄ ,

max
(s,t)∈A

Jλ(η(τ̄ , γ0(s, t)) ≤ max{m0, c
∗ − σ0ε/6} (7.10)

with σ0, m0 from (7.1), (7.9), respectively. In fact, (7.9) yields Jλ(η(τ, γ0(s, t))) ≤
m0 if γ0(s, t) 6∈ Dε

λ, τ ≥ 0. In the case γ0(s, t) ∈ Dε
λ we consider the behavior of

η̃(τ) := η(τ, γ0(s, t)). We set d̃λ := min{dλ, σ0} and τ̄ = σ0µ/6d̃λ, where dλ is from
(7.4). We consider two cases:

1) η̃(τ) ∈ D3ε/2
λ for all τ ∈ [0, τ̄ ].

2) η̃(τ0) ∈ ∂D3ε/2
λ for some τ0 ∈ [0, τ̄ ].

In case 1) we have ϕ(η̃(τ)) ≡ 1 and ‖∇Jλ(η̃(τ))‖λ ≥ d̃λ for all τ ∈ [0, τ̄ ]. Then (7.1)
implies

Jλ(η̃(τ)) = Jλ(γ0(s, t)) +

∫ τ̄

0

d

ds
Jλ(η̃(τ))

= Jλ(γ0(s, t))−
∫ τ̄

0

ϕ(η̃(s)))‖∇Jλ(η̃(s))‖λ ds

≤ c∗ −
∫ τ̄

0

d̃λds = c∗ − d̃λτ̄ = c∗ − σ0ε/6.

In case 2) there exist 0 ≤ τ1 < τ2 ≤ τ̄ such that

η̃(τ1) ∈ ∂Dε
λ , η̃(τ2) ∈ ∂D3ε/2

λ , (7.11)

and

η̃(τ) ∈ D3ε/2
λ \Dε

λ for all τ ∈ [τ1, τ2]. (7.12)

It follows from (7.11) that

‖η̃(τ1)‖λ,RN\Ω′J ≤ ε/3 and

∣∣∣∣‖η̃(τ1)‖λ,Ω′j −
√

2pcj/(p− 2)

∣∣∣∣ ≤ ε/3 for all j ∈ J
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and

‖η̃(τ2)‖λ,RN\Ω′J =
ε

2
or

∣∣∣∣‖η̃(τ2)‖λ,Ω′j −
√

2pcj/(p− 2)

∣∣∣∣ =
ε

2
for some j ∈ J.

This immediately implies

‖η̃(τ1)− η̃(τ2)‖λ ≥ ε/6. (7.13)

Now (7.5), (7.13) and the mean value theorem imply τ2 − τ1 ≥ ε/6. Using (7.1)
we deduce

Jλ(η̃(τ̄)) = Jλ(γ0(s, t))−
∫ τ̄

0

ϕ(η̃(s))‖∇Jλ(η̃(s))‖λ ds

≤ c∗ −
∫ τ2

τ1

σ0ds = c∗ − σ0(τ2 − τ1) ≤ c∗ − σ0µ/6

and thus (7.10) is proved.

Now we define h̃(s, t, r) := η(rτ̄ , γ0(s, t)) and γ̃(s, t) := h̃(s, t, 1) = η(τ̄ , γ0(s, t)).

Observe that h̃ ∈ Hλ due to (7.6), (7.8), hence γ ∈ Γλ. Thus we have

cλ ≤ Jλ(γ̃(s, t)) ≤ max {m0, c
∗ − σ0µ/6} (7.14)

However by Corollary 5.5 we have cλ → c∗ as λ→∞. This contradicts (7.10), and
thus Jλ has a critical point uλ ∈ Dε

λ. By Proposition 3.4, uλ is a solution of the
original problem (Sλ).

Finally we easily prove the main result.

Proof of Theorem 1.1. Let uλ be a solution of (Sλ) obtained in Proposition 7.2.
Applying Proposition 3.3, for any given sequence λn →∞ we can extract a subse-
quence, which satisfies the conclusion of Proposition 3.3. With the same argument
as in the proof of Lemma 7.1, we can extract a subsequence of uλn such that uλn → u
in E along this subsequence, and u|RN\ΩJ ≡ 0. Furthermore

lim
n→∞

∫
Ωj

(
1

2
(|∇uλn |2 + a0(x)u2

λn)− 1

p
|uλn |p)

)
= cj for j ∈ J (7.15)

and

lim
n→∞

∫
RN\ΩJ

(|∇uλn |2 + (λna(x) + a0(x))u2
λn) = 0. (7.16)

Since the limits in (7.15) and (7.16) do not depend on the choice of the sequence
λn →∞ Theorem 1.1 is proved. �
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