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MULTIPLE NORMALIZED SOLUTIONS FOR A COMPETING SYSTEM OF

SCHRÖDINGER EQUATIONS

THOMAS BARTSCH AND NICOLA SOAVE

Abstract. We prove the existence of infinitely many solutions λ1, λ2 ∈ R, u, v ∈ H1(R3), for
the nonlinear Schrödinger system























−∆u− λ1u = µu3 + βuv2 in R
3

−∆v − λ2v = µv3 + βu2v in R3

u, v > 0 in R3

∫

R3 u2 = a2 and
∫

R3 v2 = a2,

where a, µ > 0 and β ≤ −µ are prescribed. Our solutions satisfy u 6= v so they do not come
from a scalar equation. The proof is based on a new minimax argument, suited to deal with
normalization conditions.

1. Introduction

In this paper we consider the stationary nonlinear Schrödinger system

(1.1)







−∆u− λ1u = µ1u
3 + βuv2 in R

3

−∆v − λ2v = µ2v
3 + βu2v in R

3

u, v > 0 in R
3

∫

R3 u
2 = a21 and

∫

R3 v
2 = a22,

where a1, a2, µ1, µ2 > 0 and β < 0 are prescribed and u, v ∈ H1(R3), λ1, λ2 ∈ R have to be
determined.

This problem possesses many physical motivations, e.g. it appears in models for nonlinear optics
and Bose-Einstein condensation (we refer to [6] and the references therein for a more exhaustive
discussion). Due to the physical background, it seems natural to search for normalized solutions
(i.e. solutions with prescribed L2-norm), but despite this fact most of the papers regarding (1.1)
deal with the system with fixed frequencies (i.e. λ1, λ2 < 0 are prescribed, and the L2-constraints
are neglected), and not much is known about the full problem (1.1). The only results available in
the setting considered here are presented in [5, 6], where for possibly non-symmetric systems we
proved existence of one positive radial normalized solution, both for suitable choices of β > 0 [5],
and for all β < 0 [6]. In this paper we consider the symmetric problem (1.1) with µ1 = µ2 and
a1 = a2 and, exploiting the symmetry, we prove the existence of infinitely many solutions, which
will be found as critical points of the energy functional Jβ : S → R, defined by

Jβ(u, v) :=
1

2

∫

R3

|∇u|2 + |∇v|2 − 1

4

∫

R3

µ1u
4 + 2βu2v2 + µ2v

4,
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with

S := Sa1 × Sa2 , and Sa :=

{

w ∈ H1
rad(R

3) :

∫

R3

w2 = a2
}

.

Here H1
rad(R

3) denotes the space of radially symmetric functions in H1(R3). In this perspective,
λ1 and λ2 arise as Lagrange multipliers with respect to the mass constraint. Clearly, if (u, v, λ1, λ2)
solves (1.1) then so does (v, u, λ2, λ1).

Theorem 1.1. Let a, µ > 0, and let us consider system (1.1) with a1 = a2 = a and µ1 = µ2 = µ.
Then for any k ∈ N there exists βk > −µ such that for β < βk the problem (1.1) has at least

k different pairs (uj,β , vj,β , λ
j
1,β , λ

j
2,β), (vj,β , uj,β, λ

j
2,β , λ

j
1,β), j = 1, . . . , k, of radial solutions with

increasing energy. The solutions satisfy uj,β 6= vj,β, and Jβ(uj,β , vj,β) → ∞ as j → ∞, provided
β ≤ −µ.

We can also show that, for any k ∈ N fixed, the family {(uk,β , vk,β) : β ≤ −µ} segregates in the
limit of strong competition:

Theorem 1.2. Let k ∈ N. As β → −∞, up to a subsequence we have:

(i) (λk1,β , λ
k
2,β) → (λk1 , λ

k
2), with λ

k
1 , λ

k
2 ≤ 0;

(ii) (uk,β , vk,β) → (uk, vk) in C0,α
loc (R

N ) and in H1
loc(R

N ), for any α ∈ (0, 1);
(iii) uk and vk are nonnegative Lipschitz continuous functions having disjoint positivity sets, in

the sense that ukvk ≡ 0 in R
N ;

(iv) the difference uk − vk is a sign-changing radial solution of

−∆w − λk1w
+ + λk2w

− = µw3 in R
3.

Remark 1.3. The scalar problem

(1.2)

{

−∆w − λw = µw3 in R
3

w ∈ Sa
for some λ < 0;

has a unique positive radial solution w0 ∈ H1
rad(R

3). Setting

wβ(x) :=

(
µ

µ+ β

) 3
2

w0

(
µ

µ+ β
x

)

, λβ :=

(
µ

µ+ β

)2

,

for β > −µ we obtain a smooth curve

T := {(wβ , wβ , λβ , λβ) : β > −µ}
of symmetric solutions of (1.1). This suggests that the solutions in Theorem 1.1 bifurcate from T
as in [2]. We do not pursue this approach here.

In what follows we recall basic facts concerning the existence of normalized solutions for nonlin-
ear Schrödinger equations in R

N and describe the strategy of the proof of Theorem 1.1, emphasizing
the main differences with respect to the results already present in the literature. This serves also
as motivation to our study.

The homogeneous nonlinear Schrödinger equation with normalization constraint is

(1.3) −∆w − λw = |w|p−2w in R
N ,

∫

RN

w2 = a2.

It is well known that two exponents play a special role for existence and properties of the solutions:
in addition to the Sobolev critical exponent p = 2N/(N−2), we have the L2-critical one p = 2+4/N .
If 2 < p < 2+4/N (L2-subcritical regime), then the energy functional associated to (1.3) is bounded
from below on the L2-sphere Sa, while if p ≥ 2 + 4/N (L2-critical or supercritical regime) this is
not true and one is forced to search for critical points that are not global minima. The critical
Sobolev exponent defines the threshold for the existence of aH1-solution. The very same discussion
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applies to systems of type (1.1), and this is why our results concern the space dimension N = 3:
since we are considering cubic nonlinearities, in dimension N = 1, 2, 3 or 4 we have respectively a
L2-subcritical, L2-critical, L2-supercritical and Sobolev-subcritical, or Sobolev-critical setting, and
each framework requires its own techniques. With regard to this, we mention that while for L2-
subcritical problems many results are available (see e.g. [13, 14, 21, 22] for equations and [7, 11, 15]
for systems), the L2-critical or supercritical ones are much less understood, and we refer to [3, 12]
for equations and to [4, 5, 6] for systems.

Let us focus now on system (1.1) in the symmetric case a1 = a2 and µ1 = µ2. Since the
problem is invariant both under rotations, and with respect to the involution σ : (u, v) 7→ (v, u),
it is natural to adapt the Krasnoselskii genus approach to the constrained functional Jβ |S . This
is the strategy used in [16], where the authors considered normalized solution to (1.1) in the case
when µ < 0 and R

3 is replaced by a bounded domain Ω (with homogeneous Dirichlet boundary
conditions). In such a situation the functional is bounded from below, coercive, and satisfies the
Palais-Smale condition on the product of the L2-spheres1. All these properties, which are essential
to use the Krasnoselskii genus, fail when considering (1.1) in R

3 with µ > 0: the functional Jβ
is indeed unbounded both from above and from below on S, and the Palais-Smale condition is
not satisfied. In [8], where system (1.1) is studied in the case of fixed frequencies λ1, λ2 < 0, the
same complications are overcome with the introduction of a Nehari-type manifold Nβ associated
to the problem. The authors proved that the constrained functional Jβ |Nβ

is bounded from below,
coercive, and satisfies the Palais-Smale condition.

Searching for normalized solutions the Nehari manifold is not available, but in [6] we introduced
a different additional constraint, suited to treat problems with normalization conditions:

Pβ :=

{

(u, v) ∈ S :

∫

R3

|∇u|2 + |∇v|2 =
3

4

∫

R3

µ1u
4 + 2βu2v2 + µ2v

4

}

.

This is a C2 submanifold of S, see [6, Lemma 2.2]2, and using the Pohozaev identity it is easy
to check that any weak solution to (1.1) stays in Pβ . The manifold Pβ is a natural constraint,
i.e. if (u, v) ∈ Pβ is a critical point of J |Pβ

then it is a critical point of J on S. In [6, Theorem
2.1], we also stated that a constrained Palais-Smale sequences for Jβ on Pβ gives rise to a “free”
Palais-Smale sequences for Jβ on S; however, the proof of [6, Theorem 2.1], and analogously the
one of [6, Theorem 4.1], contains a gap. In the present paper we show that a minimax value for
the constrained functional J |Pβ

yields a Palais-Smale sequence for J |S consisting of elements in
Pβ . This is slightly weaker than [6, Theorem 4.1] but sufficient for our purposes here, and also for
the main results from [6].

We need some notation first. Let X ⊂ H1
rad(R

3,R2) and, as above, let σ(u, v) = (v, u). A
set A ⊂ X is σ-invariant if σ(A) = A; similarly, a function f : X → R is called σ-invariant
if f(σ(u, v)) = f(u, v) for every (u, v). A continuous function h : X → X is σ-equivariant if
h(σ(u, v)) = σ(h(u, v)). A homotopy η : [0, 1]×X → X is σ-equivariant if η(t, ·) is σ-equivariant
for any t ∈ [0, 1].

Notice that both Jβ and Pβ are σ-invariant, under the assumption a1 = a2 and µ1 = µ2.

Definition 1.4. Let B be a closed σ-invariant subset of X . We say that a class F of compact
subsets of X is a σ-homotopy stable family with closed boundary B provided:

(a) every set in F contains B.
(b) for any A ∈ F and any σ-equivariant homotopy η ∈ C([0, 1]×X,X) satisfying η(t, x) = x

for all (t, x) ∈ ({0} ×X) ∪ ([0, 1]×B), we have that η({1} ×A) ∈ F .

1Indeed, in [16] the authors exploit a uniform-in-β Palais-Smale condition to derive the convergence of the whole
minimax structure to a limit problem.

2In [6] we showed that Pβ is a C1 manifold since this was enough for our purpose, the extra regularity is

straightforward.
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(c) every set in F is σ-invariant.

Theorem 1.5. Let β ∈ R, a1 = a2, µ1 = µ2, and let F be a σ-homotopy stable family of compact
subsets of Pβ, with closed boundary B ⊂ Pβ. Let

cF ,β := inf
A∈F

max
(u,v)∈A

Jβ(u, v)

Suppose that

(1.4) B is contained in a connected component of Pβ ,
and that

(1.5) max{supJβ(B), 0} < cF ,β < +∞.

Then there exists a sequence {(un, vn)} with the following properties:

(i) (un, vn) ∈ Pβ for every n;
(ii) Jβ(un, vn) → cF ,β as n→ ∞;
(iii) ‖∇(Jβ |S)(un, vn)‖ → 0 as n→ ∞, i.e. {(un, vn)} is a Palais-Smale sequence for Jβ on S.

If moreover we can find a minimizing sequence {An} for cF ,β in such a way that (u, v) ∈ An
implies u, v ≥ 0 a.e., then we can find the sequence {(un, vn)} satisfying the additional condition

(iv) u−n , v
−
n → 0 a.e. in R

3 as n→ ∞.

Here and in the rest of the paper, ‖ · ‖ denotes the H1(R3,R2) norm. We explicitly observe that
B = ∅ is admissible, it is sufficient to adopt the usual convention sup(∅) = −∞.

Theorem 1.5 establishes that, if the assumptions of the equivariant minimax principle [10, The-
orem 7.2] are satisfied by the constrained functional Jβ|Pβ

, then we can find a “free” Palais-Smale
sequence for Jβ on S, made of elements of Pβ . The advantage of working with the constrained
functional Jβ |Pβ

stays in the fact that it has much better properties than Jβ |S : indeed, Jβ |Pβ
is

bounded from below and coercive. On the other hand, differently to what happen in the fixed
frequency case [8], the Palais-Smale condition is not satisfied on Pβ. This is a phenomenon purely
related to the normalization conditions, and is motivated by the lack of compactness of the embed-
ding H1

rad(R
3) →֒ L2(R3). In particular, there exist Palais-Smale sequences for Jβ|Pβ

converging

weakly in H1(R3) (actually strongly in D1,2(R3)) to semi-trivial bound states (w, 0) and (0, w),
where w is a radial solution to (1.2); we stress that (w, 0) and (0, w) do not stay on S, hence not
on Pβ.

As further complication, we observe that since λ1, λ2 are not prescribed and could be non-
negative, the operators −∆−λi could be both non-positive and non-invertible. This is particularly
relevant here since we are interested in positive solutions, and not knowing the sign of λi we cannot
argue as in [8], where the authors simply replaced the nonlinearity µu3 with µ(u+)3 in (1.1), found
non-trivial solutions of the new problem, and applied the maximum principle to obtain positive
solutions of the original system.

In light of the previous discussion, for the proof of Theorem 1.1 we shall considerably refine
the Krasnoselskii genus approach for Jβ|Pβ

, and in particular a careful analysis of the behavior of
Palais-Smale sequences is needed.

Remark 1.6. An analogue of Theorem 1.5 holds also in the non-symmetric setting, see Theorem
3.2 in Section 3.

Structure of the paper. The proof of Theorem 1.5 is the object of Section 3 where we also treat
the non-symmetric version 3.2.

Afterwards, we proceed with the proof of Theorem 1.1. From Section 4 on we always focus
on the symmetric case µ1 = µ2 = µ, a1 = a2 = a. In order to simplify some expressions and
computations, we shall consider the case µ = 1, without loss of generality. We shall first show in
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Section 4 that specially constructed Palais-Smale sequences do converge. In Section 6 we set up a
minimax scheme producing infinitely many such sequences. Sections 2 and 5 are devoted to some
auxiliary facts, and in Section 7 we complete the proofs of our main result.

To conclude the introduction, we mention that both (1.3) and system (1.1) are studied also
in bounded domains. When dealing with fixed frequencies, the search for radial solutions in
R
N , or for solutions satisfying homogeneous Dirichlet boundary conditions in Ω bounded, can be

treated essentially in the same way. It is remarkable that, on the contrary, searching for normalized
solutions the two problems “RN” vs. “bounded domains” presents substantial differences. In order
to better understand this aspect, we invite the reader to compare the results and the techniques
used here and in [3, 5, 6, 12] in R

N , and those in [9, 17, 18, 19] in bounded domains.

2. Notation and preliminaries

We always work in the whole space R
3, and hence we often write H1 instead of H1(R3) and

H1(R3,R2), to keep the notation as compact as possible. The same discussion applies to all the
functional spaces we shall use. Regarding this, we recall that D1,2(R3) denotes the closure of
C∞
c (R3) with respect to norm ‖w‖D1,2 := ‖∇w‖L2 . We denote by ‖ · ‖ the H1(R3,R2) norm, and

sometimes also the H1(R3) norm. In the same spirit, the symbol ‖ · ‖D1,2 will often be used for
also for the D1,2(R3,R2).

For s ∈ R and w ∈ H1(R3), we define the function

(s ⋆ w)(x) := e3s/2w(esx).

One can easily check that ‖s ⋆ w‖L2 = ‖w‖L2 for every s ∈ R. As a consequence, given (u, v) ∈ S,
it results that s ⋆ (u, v) := (s ⋆ u, s ⋆ v) ∈ S as well, for every s ∈ R.

We consider the real valued function Ψβ(u,v)(s) := Jβ(s ⋆ (u, v)). By changing variables in the

integrals, we obtain

(2.1) Ψβ(u,v)(s) =
e2s

2

∫

R3

|∇u|2 + |∇v|2 − e3s

4

∫

R3

µ1u
4 + 2βu2v2 + µ2v

4.

Let us introduce

Eβ :=

{

(u, v) ∈ S :

∫

R3

µ1u
4 + 2βu2v2 + µ2v

4 > 0

}

.

Clearly Eβ = S in case −√
µ1µ2 < β < +∞, while for β ≤ −√

µ1µ2 it results that Eβ ⊂ S is an
open subset with strict inclusion. By definition and using (2.1), it is not difficult to check that:

Lemma 2.1. For any (u, v) ∈ S, a value s ∈ R is a critical point of Ψβ(u,v) if and only if s⋆(u, v) ∈
Pβ. It results that:

(i) If (u, v) ∈ Eβ, then there exists a unique critical point sβ(u,v) ∈ R for Ψβ(u,v), which is a

strict maximum point, and is defined by

(2.2) exp(sβ(u,v)) =
4
∫

R3 |∇u|2 + |∇v|2
3
∫

R3 µ1u4 + 2βu2v2 + µ2v4
.

In particular, if (u, v) ∈ Pβ, then sβ(u,v) = 0.

(ii) If (u, v) 6∈ Eβ, then Ψβ(u,v) has no critical point in R.

3. Proof of Theorem 3.2

For the sake of generality and applications elsewhere, we consider at first the non-symmetric
case, i.e. a1 and a2, and also µ1 and µ2, are not necessarily equal. In addition, β ∈ R may be
arbitrary in this section.

We recall the following definition [10, Definition 3.1].
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Definition 3.1. Let B be a closed subset of a set X ⊂ H1
rad(R

3,R2). We say that a class F of
compact subsets of X is a homotopy stable family with closed boundary B provided

(a) every set in F contains B.
(b) for any A ∈ F and any η ∈ C([0, 1] × X,X) satisfying η(t, x) = x for all (t, x) ∈ ({0} ×

X) ∪ ([0, 1]×B), we have that η({1} ×A) ∈ F .

This section is devoted to the proof of the following statement, and of its equivariant version,
Theorem 1.5.

Theorem 3.2. Let β ∈ R, and let F be a homotopy stable family of compact subsets of Pβ, with
closed boundary B ⊂ Pβ. Let

cF ,β := inf
A∈F

max
(u,v)∈A

Jβ(u, v)

Suppose that

B is contained in a connected component of Pβ ,
and that

max{supJβ(B), 0} < cF ,β < +∞.

Then there exists a sequence {(un, vn)} with the following properties:

(i) (un, vn) ∈ Pβ for every n;
(ii) Jβ(un, vn) → cF ,β as n→ ∞;
(iii) ‖∇(Jβ |S)(un, vn)‖ → 0 as n→ ∞.

If moreover we can find a minimizing sequence {An} for cF ,β in such a way that (u, v) ∈ An
implies u, v ≥ 0 a.e., then we can find the sequence {(un, vn)} satisfying the additional condition

(iv) u−n , v
−
n → 0 a.e. in R

3 as n→ ∞.

Remark 3.3. The theorem establishes that, if the assumptions of the minimax principle [10,
Theorem 3.2] are satisfied by the constrained functional Jβ|Pβ

, then we can find a “free” Palais-
Smale sequence for Jβ on S, made of elements of Pβ. This is exactly what we needed in the proof
of [6, Proposition 3.5] and consequently [6, Theorem 1.1]. With regard to this, we point out that
for the proof of Theorem 3.2 the fact that we deal with radial solutions is not needed and never
used, and hence the result holds also in the non-radial case. Notice also that the result is true for
every β ∈ R, and in particular in this statement we do not assume β < 0.

In order to simplify the notation, from now on we omit the dependence of all the quantities
with respect to β; i.e. we write J instead of Jβ etc. For the proof of Theorem 3.2, we define the
functional E : E → R by

E(u, v) := J(s(u,v) ⋆ (u, v)).

Using (2.2) and the fact that s(u,v) ⋆ (u, v) ∈ P , it is easy to check that the following equivalent
expressions hold:

E(u, v) =
1

6

∫

R3

|∇(s(u,v) ⋆ u)|2 + |∇(s(u,v) ⋆ v)|2 =
e2s(u,v)

6

∫

R3

|∇u|2 + |∇v|2

=
8
(∫

R3 |∇u|2 + |∇v|2
)3

27
(∫

R3 µ1u4 + 2βu2v2 + µ2v4
)2

(3.1)

for every (u, v) ∈ E . Moreover, observing that for every s1, s2 ∈ R and w ∈ H1(R3)

(3.2) (s1 + s2) ⋆ w = s1 ⋆ (s2 ⋆ w), and 0 ⋆ w = w,

it follows immediately by Lemma 2.1 that E(s ⋆ (u, v)) = E(u, v) for every s ∈ R and (u, v) ∈ E .
We aim at proving that a Palais-Smale sequence for E on S yields a Palais-Smale sequence for

J on S with elements on P . In this direction, we need some preliminary lemmas.
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Lemma 3.4. There exists δ > 0 (depending on a1, a2, µ1, µ2 > 0 and on β ∈ R) such that

inf
(u,v)∈P

‖(u, v)‖D1,2 ≥ δ.

Proof. This is a consequence of the Gagliardo-Nirenberg inequality, which asserts that there exists
a universal constant C > 0 such that

∫

R3

w4 ≤ C

(∫

R3

w2

) 1
2
(∫

R3

|∇w|2
) 3

2

for all w ∈ H1(R3).

If (u, v) ∈ P , then (u, v) ∈ E , and then we have

0 <

(∫

R3

|∇u|2 + |∇v|2
) 2

3

=

(
3

4

∫

R3

µ1u
4 + 2βu2v2 + µ2v

4

) 2
3

≤C
(∫

R3

u4 + v4
) 2

3

≤ C

∫

R3

|∇u|2 + |∇v|2

for a positive constant C depending on the data. �

Lemma 3.5. Let {un} ⊂ H1(R3), {sn} ⊂ R, and let us assume that un → u strongly in H1(R3),
and sn → s in R. Then sn ⋆ un → s ⋆ u strongly in H1(R3).

Proof. Let us show at first that sn ⋆ un → s ⋆ u weakly in L2(R3). To this purpose, we take any
ϕ ∈ C∞

c (R3), and for a compact set K containing the support of ϕ(e−sn ·) for every n sufficiently
large, we observe that

∫

R3

e3/2snun(e
snx)ϕ(x) dx = e−3/2sn

∫

K

un(y)ϕ(e
−sny) dy

→ e−3/2s

∫

K

u(y)ϕ(e−sy) dy =

∫

R3

e3/2su(esx)ϕ(x) dx

as n → ∞, by the dominated convergence theorem. In the same way, we can show that for any
i = 1, . . . , 3 and any ϕ ∈ C∞

c (R3)
∫

R3

ϕ∂xi
(sn ⋆ un) →

∫

R3

ϕ∂xi
(s ⋆ u),

and as a consequence sn ⋆ un → s ⋆ u weakly in H1(R3). Furthermore,

‖sn ⋆ un‖2H1 = e2sn
∫

R3

|∇un|2 +
∫

R3

u2n → e2s
∫

R3

|∇u|2 +
∫

R3

u2 = ‖s ⋆ u‖2H1 ,

and the thesis follows. �

Lemma 3.6. For (u, v) ∈ S and s ∈ R the map

T(u,v)S → Ts⋆(u,v)S, (ϕ1, ϕ2) 7→ s ⋆ (ϕ1, ϕ2),

is a linear isomorphism with inverse (ψ1, ψ2) 7→ (−s) ⋆ (ψ1, ψ2). In particular, for (u, v) ∈ E the
map

T(u,v)S → Ts(u,v)⋆(u,v)S, (ϕ1, ϕ2) 7→ s(u,v) ⋆ (ϕ1, ϕ2),

is an isomorphism.

Proof. For (ϕ1, ϕ2) ∈ T(u,v)S we have
∫

R3

(s ⋆ u)(s ⋆ ϕ1) =

∫

R3

e3s u(esx)ϕ1(e
sx) dx =

∫

R3

uϕ1 = 0.

As a consequence s ⋆ (ϕ1, ϕ2) ∈ Ts⋆(u,v)S, and the map is well defined. Clearly it is linear. The
result follows easily using (3.2). �
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Lemma 3.7. Let {(un, vn)} ⊂ E with (un, vn) → (u, v) ∈ ∂E strongly in H1(R3,R2) as n → ∞.
Then E(un, vn) → +∞ as n→ ∞.

Proof. If (un, vn) → (u, v) strongly in H1(R3,R2), then it converges also in L4(R3,R2), and hence

0 ≤ lim
n→∞

∫

R3

µ1u
4
n + 2βu2nv

2
n + µ2v

4
n =

∫

R3

µ1u
4 + 2βu2v2 + µ2v

4 ≤ 0,

because (u, v) ∈ ∂E . On the other hand, since (u, v) ∈ S

lim
n→∞

∫

R3

|∇un|2 + |∇vn|2 =

∫

R3

|∇u|2 + |∇v|2 > 0,

and hence the thesis follows by (3.1). �

The next lemma is crucial for what follows.

Lemma 3.8. The functional E is of class C1 in E, and
dE(u, v)[(ϕ1, ϕ2)] = dJ(s(u,v) ⋆ (u, v))[s(u,v) ⋆ (ϕ1, ϕ2)]

for every (u, v) ∈ E, for every (ϕ1, ϕ2) ∈ T(u,v)S.
Proof. By the last expression in (3.1), it is clear that E ∈ C1(E), and using also (2.2)

dE(u, v)[(ϕ1, ϕ2)] =

(
4
∫

R3 |∇u|2 + |∇v|2
3
∫

R3 µ1u4 + 2βu2v2 + µ2v4

)2 ∫

R3

∇u · ∇ϕ1 +∇v · ∇ϕ2

−
(

4
∫

R3 |∇u|2 + |∇v|2
3
∫

R3 µ1u4 + 2βu2v2 + µ2v4

)3 ∫

R3

µ1u
3ϕ1 + βuv(uϕ2 + vϕ1) + µ2v

3ϕ2

= e2s(u,v)

∫

R3

∇u · ∇ϕ1 +∇v · ∇ϕ2 − e3s(u,v)

∫

R3

µ1u
3ϕ1 + βuv(uϕ2 + vϕ1) + µ2v

3ϕ2

=

∫

R3

∇(s(u,v) ⋆ u) · ∇(s(u,v) ⋆ ϕ1) +∇(s(u,v) ⋆ v) · ∇(s(u,v) ⋆ ϕ2)

−
∫

R3

µ1(s(u,v) ⋆ u)
3(s(u,v) ⋆ ϕ1) + µ2(s(u,v) ⋆ v)

3(s(u,v) ⋆ ϕ2)

−
∫

R3

β(s(u,v) ⋆ u)(s(u,v) ⋆ v)
(
(s(u,v) ⋆ u)(s(u,v) ⋆ ϕ2) + (s(u,v) ⋆ v)(s(u,v) ⋆ ϕ1)

)

= dJ(s(u,v) ⋆ (u, v))[s(u,v) ⋆ (ϕ1, ϕ2)],

for every (u, v) ∈ E and (ϕ1, ϕ2) ∈ T(u,v)S. �

The immediate corollary of the previous lemmas is that (u, v) ∈ E is a critical point for E on S
if and only if s(u,v) ⋆ (u, v) is a critical point for J on S, with s(u,v) ⋆ (u, v) ∈ P . This result is not
enough for our purposes, we wish to obtain a similar characterization for Palais-Smale sequences.

Proposition 3.9. Let G be a homotopy stable family of compact subsets of E with closed boundary
B, and let

eG := inf
A∈G

max
(u,v)∈A

E(u, v).

Suppose that

(3.3) B is contained in a connected component of P ,
and that

(3.4) max{supE(B), 0} < eG < +∞.

Then there exist two sequences {(ũn, ṽn)} and {(un, vn) := s(ũn,ṽn) ⋆ (ũn, ṽn)} with the following
properties:
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(i) {(ũn, ṽn)} is a Palais-Smale sequence for E on S, at level eG;
(ii) s(ũn,ṽn) → 0 as n→ ∞;
(iii) (un, vn) ∈ P for every n;
(iv) {(un, vn)} is a Palais-Smale sequence for J on S, at level eG.

If moreover we can find a minimizing sequence {Dn} for eG in such a way that (u, v) ∈ Dn implies
u, v ≥ 0 a.e., then we can find the sequence {(un, vn)} satisfying the additional condition

(v) u−n , v
−
n → 0 a.e. in R

3 as n→ ∞.

Remark 3.10. The proposition says in particular that, if the assumptions of the minimax principle
[10, Theorem 3.2] are satisfied for the functional E, then we find a Palais-Smale sequence for the
functional J , made of elements in P .

Proof. Let {Dn} ⊂ G be a minimizing sequence for eG : maxDn
E → eG . We define the map

η : [0, 1]× E → E , η(t, (u, v)) = (t s(u,v)) ⋆ (u, v).

Since s(u,v) = 0 for any (u, v) ∈ P and B ⊂ P , it is clear that η(t, (u, v)) = (u, v) for (t, (u, v)) ∈
({0}×E)∪ ([0, 1]×B). Furthermore, by (2.2) and Lemma 3.5, η is continuous. Thus, by Definition
3.1

An := η({1} ×Dn) = {s(u,v) ⋆ (u, v) : (u, v) ∈ Dn} ∈ G.
Notice that An ⊂ P for every n.

Let (w, z) ∈ An. Then (w, z) = s(u,v) ⋆ (u, v) for some (u, v) ∈ Dn, and clearly E(w, z) =
E(s(u,v) ⋆ (u, v)) = E(u, v). In particular, maxAn

E = maxDn
E, and hence {An} is another min-

imizing sequence for eG , with the property that An ⊂ P for every n. At this point we would like
to apply the min-max principle [10, Theorem 3.2] to this minimizing sequence. A word of caution
is needed here, since E is neither complete, nor connected, and hence in principle the assumptions
of [10, Theorem 3.2] are not satisfied. On the other hand, the connectedness assumption can be
avoided considering the restriction of E on the connected component of E containing B (by (3.3),
such a connected component does exist; if B = ∅, we can simply choose a connected component ar-
bitrarily). Regarding the completeness, what is really used in the deformation lemma [10, Lemma
3.7] is that the sublevel sets Ed := {(u, v) ∈ E : E(u, v) ≤ d} are complete for every d ∈ R. This fol-
lows by Lemma 3.7. Hence, by the min-max principle, [10, Theorem 3.2], there exists a Palais-Smale
sequence {(ũn, ṽn)} for E on E at level eG with the property that distH1(R3,R2)((ũn, ṽn), An) → 0
as n→ ∞.

Let sn := s(ũn,ṽn). We claim that

(3.5) sn → 0 as n→ ∞.

In order to prove the claim, we note that since An is compact for every n, there exists (wn, zn) ∈ An
with distH1(R3,R2)((ũn, ṽn), An) = ‖(wn, zn) − (ũn, ṽn)‖H1 . The function (wn, zn) ∈ P , and hence
s(wn,zn) = 0 for every n:

(3.6)
4
∫

R3 |∇wn|2 + |∇zn|2
3
∫

R3 µ1w4
n + 2βw2

nz
2
n + µ2z4n

= 1.

Notice also that for any (u, v) ∈ P it results

E(u, v) = J(u, v) =
1

6

∫

R3

|∇u|2 + |∇v|2,

so that

max
(u,v)∈An

E(u, v) → c =⇒ max
(u,v)∈An

∫

R3

|∇u|2 + |∇v|2 ≤ 6c+ 1

for every n large, and in particular

(3.7) the sequence {(wn, zn)} is bounded in H1.



10 THOMAS BARTSCH AND NICOLA SOAVE

Now,
∫

R3

|∇ũn|2 =

∫

R3

|∇wn|2 + 2∇wn · ∇(ũn − wn) + |∇(ũn − wn)|2

=

∫

R3

|∇wn|2 + o(1)

as n→ ∞, since ‖ũn − wn‖H1 → 0 and ‖wn‖H1 is bounded. Similarly,
∫

R3

|∇ṽn|2 =

∫

R3

|∇zn|2 + o(1).

The fourth order terms can be treated in similar way, using the continuity of the embedding
H1(R3,R2) →֒ L4(R3,R2):

∫

R3

ũ4n =

∫

R3

w4
n + 4

(
wn + t(x)(ũn − wn)

)3
(ũn − wn)

=

∫

R3

w4
n + o(1),

where t(x) ∈ (0, 1) comes from the Lagrange theorem; also
∫

R3

ṽ4n =

∫

R3

z4n + o(1),

and finally
∫

R3

ũ2nṽ
2
n =

∫

R3

w2
nz

2
n + 2

(
wn + t(x)(ũn − wn)

)(
zn + t(x)(ṽn − zn)

)2
(ũn − wn)

+ 2

∫

R3

(
wn + t(x)(ũn − wn)

)2(
zn + t(x)(ṽn − zn)

)
(ṽn − zn)

=

∫

R3

w2
nz

2
n + o(1).

Collecting together the previous estimates, we deduce that
∫

R3

|∇ũn|2 + |∇ṽn|2 =

∫

R3

|∇wn|2 + |∇zn|2 + rn

with rn → 0, and analogously by (3.6)
∫

R3

µ1ũ
4
n + 2βũ2nṽ

2
n + µ2ṽ

4
n =

∫

R3

µ1w
4
n + 2βw2

nz
2
n + µ2z

4
n + o(1)

=
4

3

[∫

R3

(

|∇wn|2 + |∇zn|2
)

+ sn

]

with sn → 0. In conclusion

4
∫

R3 |∇ũn|2 + |∇ṽn|2
3
∫

R3 µ1ũ4n + 2βũ2nṽ
2
n + µ2ṽ4n

=

∫

R3 |∇wn|2 + |∇zn|2 + rn
∫

R3 |∇wn|2 + |∇zn|2 + sn
= 1 + o(1)

as n→ ∞, since the quantity
∫

R3 |∇wn|2+ |∇zn|2 is bounded from above (by (3.7)) and from below
(by Lemma 3.4) by positive values. This proves claim (3.5). In particular, there exist C1, C2 > 0
such that

(3.8) C1 ≤ e2sn ≤ C2 for every n large.
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We are now finally ready to conclude. Let (un, vn) := sn ⋆ (ũn, ṽn) ∈ P . We have E(ũn, ṽn) =
J(un, vn) for every n, and hence J(un, vn) → eG . Furthermore

‖dJ(un, vn)‖∗ = sup
(ψ1,ψ2)∈T(un,vn)S

‖(ψ1,ψ2)‖=1

|dJ(un, vn)[(ψ1, ψ2)]|

= sup
(ψ1,ψ2)∈T(un,vn)S

‖(ψ1,ψ2)‖=1

∣
∣
∣dJ(un, vn)

[

sn ⋆
(
(−sn) ⋆ (ψ1, ψ2)

)]
∣
∣
∣ ,

where we denoted by ‖ · ‖∗ the dual norm in (T(un,vn)S)∗. Now, by (3.8)

min{C−1
2 , 1}

︸ ︷︷ ︸

=:C2
3

‖(ψ1, ψ2)‖2 ≤ ‖(−sn) ⋆ (ψ1, ψ2)‖2

=
∑

i

(

e−2sn

∫

R3

|∇ψi|2 +
∫

R3

ψ2
i

)

≤ max{C−1
1 , 1}

︸ ︷︷ ︸

=:C2
4

‖(ψ1, ψ2)‖2,

and recalling also Lemma 3.6, we deduce that
{
(−sn) ⋆ (ψ1, ψ2) : (ψ1, ψ2) ∈ T(un,vn)S, ‖(ψ1, ψ2)‖ = 1

}

⊂
{
(ϕ1, ϕ2) ∈ T(ũn,ṽn)S : ‖(ϕ1, ϕ2)‖ ∈ [C3, C4]

}
.

The previous argument and Lemma 3.8 gives

‖dJ(un, vn)‖∗ ≤ sup
(ϕ1,ϕ2)∈T(ũn,ṽn)S
‖(ϕ1,ϕ2)‖∈[C3,C4]

∣
∣dJ(un, vn)

[
sn ⋆ (ϕ1, ϕ2)

]∣
∣

= sup
(ϕ1,ϕ2)∈T(ũn,ṽn)S
‖(ϕ1,ϕ2)‖∈[C3,C4]

∣
∣dJ(sn ⋆ (ũn, ṽn))

[
sn ⋆ (ϕ1, ϕ2)

]∣
∣ · ‖(ϕ1, ϕ2)‖

‖(ϕ1, ϕ2)‖

≤ C4 sup
(ϕ1,ϕ2)∈T(ũn,ṽn)S
‖(ϕ1,ϕ2)‖∈[C3,C4]

|dE(ũn, ṽn)[(ϕ1, ϕ2)]|
‖(ϕ1, ϕ2)‖

→ 0

as n → ∞, as {(ũn, ṽn)} is a Palais-Smale sequence for E. To sum up, {(un, vn)} is the desired
Palais-Smale sequence for J on S at level eG , with (un, vn) ∈ P for every n.

It remains only to show that, if the original minimizing sequence {Dn} is such that (u, v) ∈ Dn

implies u, v ≥ 0 a.e. in R
3, then u−n , v

−
n → 0 a.e. in R

3. This is a simple consequence of the fact
that, under this additional assumptions, we have also (u, v) ∈ An implies u, v ≥ 0 a.e. in R

3. Thus,
by distH1(R3,R2)((ũn, ṽn), An) → 0, we deduce that ũ−n , ṽ

−
n → 0 a.e. in R

3, and in turn this implies
the desired conclusion. �

For future convenience, we observe the validity of the following variant of Proposition 3.9, whose
proof can be obtained from the previous one with minor modifications.

Proposition 3.11. Let {(ũn, ṽn)} be a Palais-Smale sequence for E at level e ∈ (0,+∞), and let
us suppose that for every n there exists (wn, zn) ∈ P such that:

(a) ‖(ũn, ṽn)− (wn, zn)‖H1 → 0 as n→ ∞;
(b) ‖(wn, zn)‖D1,2 ≤ C.

Then sn := s(ũn,ṽn) tends to 0 as n→ ∞, and (un, vn) := sn ⋆ (ũn, ṽn) satisfies:

(i) (un, vn) ∈ P for every n;
(ii) J(un, vn) → e as n→ ∞;
(iii) ‖∇(J |S)(un, vn)‖ → 0 as n→ ∞.

If moreover wn, zn ≥ 0 a.e., then we have also
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(iv) u−n , v
−
n → 0 a.e. in R

3 as n→ ∞.

The difference between the above propositions and Theorem 3.2 (and [6, Theorem 2.1]) stays
in the fact that here one has to search for minimax structures of E on E , instead of J on P . This
difference is only apparent, since by using Proposition 3.9 we can easily prove Theorem 3.2.

Proof of Theorem 3.2. We show that, in the present setting, the assumptions of Proposition 3.9
are satisfied, and therefore the thesis follows.

Let G be the smallest family of compact subsets of E with closed boundary B (i.e. every set
in G contains B), which contains F and is homotopy stable with respect to homotopies η ∈
C([0, 1]× E , E) fixing ({0} × E) ∪ ([0, 1]×B). We check that

G =

{

η({1} ×A)

∣
∣
∣
∣

A ∈ F , and η ∈ C([0, 1]× E , E) satisfies
η(t, (u, v)) = (u, v) for (t, (u, v)) ∈ ({0} × E) ∪ ([0, 1]×B)

}

.

Firstly, since A ⊃ B for every A ∈ F , we have that any D = η({1}×A) ∈ G contains η({1}×B) =
B.

Secondly, we have to prove that for every η ∈ C([0, 1]× E , E) fixing ({0} × E) ∪ ([0, 1]×B) and
every D ∈ G, it results that η({1} ×D) ∈ G, i.e. η({1} ×D) = σ({1} × A) for some A ∈ F and
some σ ∈ C([0, 1] × E , E) fixing ({0} × E) ∪ ([0, 1] × B). Since D ∈ G, there exists A ∈ F and
τ ∈ C([0, 1]× E , E) fixing ({0} × E) ∪ ([0, 1]×B) such that D = τ({1} ×A). Thus, defining

σ(t, (u, v)) = η(t, τ(t, (u, v))),

it follows that η({1} ×D) = σ({1} ×A), and σ is the desired homotopy.
Having checked that G is a homotopy stable family of compact subsets of E with closed boundary

B ⊂ P , we consider the associated minimax level

eG := inf
D∈G

max
(u,v)∈D

E(u, v).

We show that eG = cF . Recalling that E(u, v) = J(u, v) for (u, v) ∈ P , this will imply that
max{supE(B), 0} < eG < +∞, and permits to apply Proposition 3.9, yielding the thesis of the
theorem.

Now, on one side F ⊂ G and maxA J = maxAE for every A ∈ F ; therefore,

(3.9) cF = inf
A∈F

max
A

J = inf
A∈F

max
A

E ≥ eG .

In the opposite direction, we prove that for every ε > 0 there exists A ∈ F such that maxA J <
eG + ε. This implies that cF ≤ eG , and, together with (3.9), completes the proof. For ε > 0,
let D ∈ G with maxD E < eG + ε. By definition of G, it results D = η({1} × A′) for some
η ∈ C([0, 1]× E , E) fixing ({0} × E) ∪ ([0, 1]×B) and some A′ ∈ F . Let us consider

τ : [0, 1]× E → E , τ(t, (u, v)) = (ts(u,v)) ⋆ (u, v),

and

σ : [0, 1]× P → P , σ(t, (u, v)) := τ(1, η(t, (u, v))) = sη(t,(u,v)) ⋆ η(t, (u, v)).

By Lemma 3.5 and (2.2), it is not difficult to check that σ ∈ C([0, 1]× P ,P), and clearly σ fixes
({0} × P) ∪ ([0, 1]×B). But then A := σ({1} ×A′) ∈ F by definition of homotopy stable family.
The crucial observation is that A = τ({1} ×D). This is important since by definition

E(u, v) = J(s(u,v) ⋆ (u, v)) = J(τ(1, (u, v)))
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for every (u, v) ∈ D, which implies that E(D) = J(τ({1} ×D)) = J(A). In particular, this gives
maxA J = maxD E < eG + ε, and, since A ∈ F , completes the proof. �

To conclude this section, we observe that for the proof of Theorem 1.5, which is the equivariant
version of Theorem 3.2, we can simply use an equivariant minimax theorem (see e.g. [10, Theorem
7.2]) instead of the classical version [10, Theorem 3.2]. The rest of the argument remains untouched.

4. A partial Palais-Smale condition

From now on we focus on the symmetric system (1.1) with a1 = a2 = a and µ1 = µ2 = µ.
Without loss of generality we fix µ = 1; this choice simplifies some expressions.

We recall that problem (1.2) has a unique positive radial solution w0 (for a suitable λ < 0). We
denote by ℓ the energy level associated to w0, that is

ℓ := I(w0), I(w) :=

∫

R3

1

2
|∇w|2 − 1

4
w4.

It is well known that ℓ > 0 is the ground state energy level of (1.2) (see Section 2 in [5] for a
complete discussion).

We wish to investigate the behavior of any Palais-Smale sequence for the constrained functional
Jβ |Pβ

. We start with a preliminary remark.

Lemma 4.1. The constrained functional Jβ |Pβ
is bounded from below and coercive.

Proof. The statement follows straightforwardly from the fact that

(4.1) Jβ(u, v) =
1

6

∫

R3

|∇u|2 + |∇v|2 =
1

8

∫

R3

u4 + 2βu2v2 + v4

for any (u, v) ∈ Pβ. �

The lemma implies that, if we have a Palais-Smale sequence {(un, vn)} for Jβ at a finite level,
and (un, vn) ∈ Pβ for every n, then {(un, vn)} is bounded. The existence of bounded Palais-
Smale sequences for problems with L2-constraints is a highly non-trivial fact, hence working on
the constraint Pβ is extremely helpful.

Proposition 4.2. Let β ≤ 0 be fixed. Let {(un, vn)} be a Palais-Smale sequence for Jβ|S at level
c ∈ (0,+∞), with

u−n , v
−
n → 0 a.e. in R

3, and (un, vn) ∈ Pβ.
a) If c 6= ℓ, then up to a subsequence (un, vn) → (u, v) strongly in H1(R3,R2), and (u, v) is a

solution to (1.1) for some λ1, λ2 < 0.

b) If c = ℓ, then one of the following alternatives occurs:

(i) (un, vn) → (u, v) strongly in H1(R3,R2) up to a subsequence, where (u, v) is a solution to
(1.1) for some λ1, λ2 < 0 with Jβ(u, v) = ℓ.

(ii) either un → w0 strongly in H1(R3) and vn → 0 strongly in D1,2(R3), or vn → w0 strongly
in H1(R3) and un → 0 strongly in D1,2(R3), up to a subsequence.

Proof. We refine the analysis from [5, 6] to prove the convergence of the Palais-Smale sequences.
The phrase “up to a subsequence” will be implicitly understood in this proof.

The weak convergence of (un, vn) to a limit (ū, v̄) ∈ H1(R3,R2) follows directly from Lemma
4.1. By compactness of the embedding H1

rad(R
3) →֒ L4(R3), (un, vn) → (ū, v̄) strongly in L4 and

a.e. in R
3. Notice also that by (4.1)

(4.2)

∫

R3

|∇un|2 + |∇vn|2 ≥ 5c > 0
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for every n sufficiently large. Now, since dJβ |S(un, vn) → 0 (and using the fact that the problem
is invariant under rotation), by the Lagrange multipliers rule there exist two sequences of real
numbers (λ1,n) and (λ2,n) such that

(4.3)

∫

R3

(
∇un · ∇ϕ+∇vn · ∇ψ − u3nϕ− v3nψ − βunvn(unψ + vnϕ)

)

−
∫

R3

(λ1,nunϕ+ λ2,nvnψ) = o(1)‖(ϕ, ψ)‖H1

for every (ϕ, ψ) ∈ H1(R3,R2), with o(1) → 0 as n→ ∞. Using the boundedness of {(un, vn)} and
equation (4.2), one can prove as in [5, Lemma 3.8] that λ1,n → λ1 and λ2,n → λ2, and λ1+λ2 < 0,
hence at least one of λ1 and λ2 is a strictly negative value. If λ1 < 0 (resp. λ2 < 0), then
un → ū (resp. vn → v̄) strongly in H1(R3) by [5, Lemma 3.9]. Notice also that, by weak and a.e.
convergence and by (4.3), the limit (ū, v̄) ∈ H1(R3,R2) solves

(4.4)







−∆ū− λ1ū = ū3 + βūv̄2 in R
3

−∆v̄ − λ2v̄ = v̄3 + βū2v̄ in R
3

ū ≥ 0, v̄ ≥ 0 in R
3,

for some λ1, λ2 ∈ R.

So far we showed that, independently of the level c, the Palais-Smale sequence {(ūn, v̄n)} tends
weakly to a solution of (4.4) (notice that the mass constraint is not present), one of the Lagrange
multipliers λi is negative, and the corresponding component is strongly convergent. Without loss
of generality, we can suppose that λ1 < 0, so that un → ū strongly. If λ2 < 0, then also vn → v̄
strongly in H1(R3) (see [5, Lemma 3.9] again). In what follows we prove that if c 6= ℓ, then it is
necessary that λ2 < 0; while if c = ℓ, then it is possible that λ2 ≥ 0, but in such a situation vn → 0
strongly in D1,2(R3), and un → w0 strongly in H1(R3).

Suppose then that λ2 ≥ 0. Since λ1 < 0, the function ū decays exponentially at infinity,
see [6, Lemma 3.11]. As a consequence, if λ2 ≥ 0, then

−∆v̄ + c(x)v̄ ≥ 0 in R
3, with 0 ≤ c(x) := −βū2(x) ≤ Ce−C|x|.

Since moreover v̄ ≥ 0 in R
3 and v̄ ∈ H1(R3), by the Liouville-type Lemma 3.12 in [6] we infer that

v̄ ≡ 0 in R
3. But then ū is positive and solves (1.2), and by uniqueness ū = w0. It is well known

that any radial solution to (1.2) stays in

M :=

{

u ∈ Sra :

∫

R3

|∇u|2 =
3

4

∫

R3

u4
}

,

and hence

ℓ = I(w0) =
1

8

∫

R3

w4
0 .

Consequently, using that (un, vn) → (w0, 0) in L
4, and recalling (4.1), we have

c = lim
n→∞

Jβ(un, vn) = lim
n→∞

1

8

∫

R3

u4n + βu2nv
2
n + v4n =

1

8

∫

R3

w4
0 = ℓ.

Therefore, in the case c 6= ℓ we must have λ2 < 0, and hence (un, vn) → (ū, v̄) strongly in H1. If on
the other hand c = ℓ, we proved that in case λ2 ≥ 0 (that is, if we do not have strong convergence
of the whole Palais-Smale sequence) we have un → w0 strongly and vn ⇀ 0 weakly in H1. To
check that indeed vn → 0 strongly in D1,2, it is sufficient to recall that (un, vn) ∈ Pβ for every n,
so that

∫

R3

|∇vn|2 =
3

4

∫

R3

(
u4n + 2βu2nv

2
n + v4n

)
−
∫

R3

|∇un|2 → 3

4

∫

R3

w4
0 −

∫

R3

|∇w0|2

as n→ ∞. Since w0 ∈ M, the last term is equal to 0, that is ‖vn‖D1,2 → 0, as desired. �
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5. Dependence of the energy level infPβ
Jβ with respect to β

In the first part of this section we analyze the behavior of the energy level infPβ
Jβ when β

varies. We stress that β = 0 is included in our analysis. We set

mβ := inf
Pβ

Jβ ,

and recall the explicit expression of the functional Eβ(u, v) = Jβ(s
β
(u,v) ⋆ (u, v)), see (3.1).

Lemma 5.1. We have

mβ = inf
(u,v)∈Eβ

Eβ(u, v).

Proof. For every (u, v) ∈ Pβ, the value sβ(u,v) defined by (2.2) is equal to 0, and hence by definition

of Eβ

Jβ(u, v) = Eβ(u, v) ≥ inf
Eβ

Eβ =⇒ mβ ≥ inf
Eβ

Eβ .

For the reverse inequality, we note that for any (u, v) ∈ Eβ
Eβ(u, v) = Jβ(s

β
(u,v) ⋆ (u, v)) ≥ mβ =⇒ inf

Eβ

Eβ ≥ mβ. �

Lemma 5.2. The level mβ is monotone non-increasing in β. In particular, mβ ≥ m0 > 0 for
every β ≤ 0.

Proof. Suppose that β1 < β2 ≤ 0 but mβ2 > mβ1 . Notice that

(5.1)

∫

R3

u4 + v4 + 2β1u
2v2 ≤

∫

R3

u4 + v4 + 2β2u
2v2,

and hence Eβ1 ⊂ Eβ2 . Since mβ2 > mβ1 , there exists (u, v) ∈ Eβ1 such that mβ2 > Eβ1(u, v) ≥ mβ1 .
But then (u, v) ∈ Eβ2 , and using again (5.1) we deduce that

mβ2 > Eβ1(u, v) ≥ Eβ2(u, v) ≥ inf
Eβ2

Eβ2 = mβ2 ,

a contradiction.
The inequality m0 > 0 is the content of Lemma 3.4 for β = 0. �

We can now show that, in fact, mβ takes always the same value, independently of β ≤ 0.

Lemma 5.3. For every β ≤ 0 it results that mβ = ℓ.

Proof. We show first that mβ ≥ ℓ, and to this purpose it is sufficient to show that m0 ≥ ℓ, due
to Lemma 5.2. Arguing by contradiction we suppose that 0 < m0 < ℓ, and consider a minimizing
sequence {(un, vn)} for m0. It is not restrictive to assume that un, vn ≥ 0 a.e in R

3, and hence
by Proposition 4.2 we have that up to a subsequence (un, vn) → (u0, v0) strongly in H1. Since
β = 0, the system (1.1) is given by two uncoupled equations, and both u0 and v0 are positive radial
solutions to (1.2). By uniqueness, we deduce that u0 = v0 = w0, and hence

ℓ > m0 = J0(u0, v0) = I(u0) + I(v0) = 2ℓ with ℓ > 0,

a contradiction.
Now we show thatmβ ≤ ℓ. According to Lemma 3.10 in [6], there exists a sequence {(un, vn)} ⊂

Pβ such that Jβ(un, vn) → ℓ, un → w0 strongly in H1, and vn → 0 strongly in D1,2. The inequality
mβ ≤ ℓ follows immediately. �
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Let us consider the involution σ : H1
rad(R

3,R2) → H1
rad(R

3,R2), σ(u, v) = (v, u). Notice that
both Jβ and Pβ are σ-invariant, by the symmetry of (1.1). Moreover σ has no fixed points in Pβ
for β ≤ −1, because (u, u) ∈ Pβ implies

0 <

∫

R3

|∇u|2 =
3

4
(1 + β)

∫

R3

u4.

Next we consider the fixed point set Pσβ := {(u, v) ∈ Pβ : u = v} as β → −1, and the infimum
mσ
β := infPσ

β
Jβ .

Lemma 5.4. For β ↓ −1 there holds mσ
β → +∞.

Proof. This is a simple consequence of the Gagliardo -Nirenberg inequality: if (u, u) ∈ Pσβ , then
∫

R3

|∇u|2 =
3

4
(1 + β)

∫

R3

u4 ≤ 3Ca

4
(1 + β)

(∫

R3

|∇u|2
) 3

2

,

whence it follows that

Jβ(u, u) =
1

3

∫

R3

|∇u|2 ≥ 16

27C2a2(1 + β)2
. �

6. The minimax scheme

In this section we set up a minimax scheme using the Krasnoselskii genus-type argument. For
any closed σ-invariant set A ⊂ Eβ , we define the genus γ(A) as the smallest integer n ∈ N ∪ {0}
such that there exists a continuous map h : A → R

n \ {0} with h(σ(u, v)) = −h(u, v) for every
(u, v) ∈ A. If no such map exists we set γ(A) = +∞. We also note that γ(∅) = 0. Below, we
report some standard properties of γ, stated and proved for instance in [8, Lemma 4.4].

Lemma 6.1. Let A,B ⊂ Eβ be closed and σ-invariant. We have:

(i) if A ⊂ B, then γ(A) ≤ γ(B).
(ii) γ(A ∪B) ≤ γ(A) + γ(B).
(iii) If h : A → Eβ is continuous and σ-equivariant, i.e. h(σ(u, v)) = σ(h(u, v)) for every

(u, v) ∈ A, then γ(A) ≤ γ(h(A)).

For a subset A ⊂ Eβ that does not contain fixed points of σ, there holds:

(iv) if γ(A) > 1, then A is an infinite set.
(v) If A is compact, then γ(A) < +∞, and there exists a relatively open σ-invariant neighbor-

hood N of A in Eβ such that γ(A) = γ(N).

Finally,

(vi) if S is the boundary of a bounded symmetric neighborhood of zero in a k-dimensional
normed vector space and ψ : S → Eβ is a continuous map satisfying ψ(−s) = σ(ψ(s)),
then γ(ψ(S)) ≥ k.

Let now Aβ := {A ⊂ Pβ : A is closed and σ-invariant}, and, for any k ∈ N, let us define

Ak,β := {A ∈ Aβ : A is compact and γ(A) ≥ k}.
We define the minimax level

ck = ck,β := inf
A∈Ak,β

max
(u,v)∈A

Jβ(u, v).

Lemma 6.2. Any ck,β is a real number, that is Ak,β 6= ∅ for every k. Moreover, for every k ≥ 1
there exists Ck > 0 independent by β < 0 such that ℓ ≤ ck,β < Ck.
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Proof. We choose a k-dimensional subspace W of {w ∈ H1
rad(R

3) :
∫

R3 w = 0}, and set T := {w ∈
W : ‖w‖H1 = 1}. Let us consider the maps φ : T → S and ψ : T → Pβ defined by

φ(w) :=

(
a

‖w+‖L2

w+,
a

‖w−‖L2

w−

)

, and ψ(w) := sβφ(w) ⋆ φ(w),

where sβφ(w) is given by (2.2). Notice that, since the components of φ(w) have disjoint positivity

sets, sβφ(w) is independent of β; hence, ψ(T ) ⊂ Pβ for every β. Analogously, any function in

ψ(T ) has components with disjoint positivity set, so that Jβ(u, v) is independent of β for every
(u, v) ∈ ψ(T ).

Observe that ψ is continuous by Lemma 3.5 and that ψ(−w) = σ(ψ(w)). Now Lemma 6.1 (vi)
implies γ(ψ(T )) ≥ k, ψ(T ) ⊂ Pβ is σ-invariant, and ψ(T ) is compact as the continuous image of a
compact set. Consequently ψ(T ) ∈ Ak,β for every β, and moreover

ck,β ≤ max
ψ(T )

Jβ =: Ck,

as desired. The fact that ck,β ≥ ℓ for every k ∈ N and β < 0 follows simply by the fact that

ℓ = inf
Pβ

Jβ = c1,β ≤ ck,β ,

by Lemma 5.3. �

Now we define for k ∈ N:

βk := inf{β ∈ (−1, 0) : ck+1,β ≥ mσ
β}.

As a consequence of Lemmas 5.4 and 6.2 we have βk ∈ (−1, 0). Clearly ck,β < mσ
β provided β < βk.

Lemma 6.3. For any k ∈ N and any β < βk there exists a Palais-Smale sequence {(ukn, vkn)} for
Jβ on S at level ck,β, satisfying the additional conditions (ukn)

−, (vkn)
− → 0 a.e. in R

3 as n→ ∞,
and {(ukn, vkn)} ⊂ Pβ.
Proof. Using point (iii) in Lemma 6.1, it is immediate to check that the family Ak,β is a σ-
homotopy stable family of compact subsets of Pβ with boundary ∅, according to Definition 1.4.
Moreover, by Lemma 6.2 assumption (1.5) is satisfied. Let then {An} ⊂ Ak,β be a minimizing
sequence for ck,β : maxAn

Jβ → ck,β as n → ∞. We note that then also |An| is a minimizing
sequence, where

(6.1) |An| := {(|u|, |v|) : (u, v) ∈ An}, for all n.

Indeed, |An| inherits the equivariancy and the compactness from An, and by point (iii) in Lemma
6.1 we have γ(|An|) ≥ γ(An) ≥ k for every k. As a consequence, the thesis follows directly from
Theorem 1.5. �

Now we aim at showing the validity of a multiplicity result of Lusternik-Schnirelman type. We
define the critical set

K+
c :=

{
(u, v) ∈ S : u, v ≥ 0 a.e. in R

3, Jβ(u, v) = c, dJβ |S(u, v) = 0
}
.

By the Pohozaev identity K+
c ⊂ Pβ, and clearly K+

c is σ-invariant.

Lemma 6.4. Fix β < βk+p and suppose that c = cj,β = cj+1,β = · · · = cj+p,β for some j ≥ 1,
p ≥ 0. If c 6= ℓ, then γ(K+

c ) > p.

For the proof, we introduce new minimax classes as follows: we consider Bβ := {A ⊂ Eβ :
A is closed and σ-invariant}, and, for any k ∈ N,

Bk,β := {A ∈ Bβ : A is compact and γ(A) ≥ k}.
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The associated minimax levels are

ek = ek,β := inf
A∈Bk,β

max
(u,v)∈A

Eβ(u, v).

Lemma 6.5. It results that ek,β = ck,β , for every k ∈ N.

Proof. Let D ⊂ Bk,β such that maxD Eβ < ek,β + ε, and let us consider the map

h(u, v) = sβ(u,v) ⋆ (u, v).

By (2.2) and Lemma 3.5, it is not difficult to check that h is continuous and σ-equivariant. Then,
by Lemma 6.1-(iii), the compact σ-invariant set A := h(D) satisfies γ(A) ≥ k, and hence A ∈ Ak,β .
By definition, Eβ(u, v) = Jβ(h(u, v)) for any (u, v) ∈ Eβ , and in particular

ck,β ≤ max
A

Jβ = max
D

Eβ ≤ ek,β + ε.

Since ε was arbitrarily chosen, we infer that ck,β ≤ ek,β . On the other hand, as Ak,β ⊂ Bk,β and
Eβ = Jβ on Pβ, we have also that for any A ∈ Ak,β

max
A

Jβ = max
A

Eβ ≥ ek,β ,

whence the reverse inequality ek,β ≤ ck,β follows. �

Now we proceed with the

Proof of Lemma 6.4. Suppose by contradiction that γ(K+
c ) ≤ p. By Proposition 4.2, we have that

K+
c is compact. Then, by point (v) of Lemma 6.1, there exists an open σ-invariant neighborhood

N of K+
c in Eβ such that γ(N) ≤ p. Let D ∈ Bj+p,β be arbitrarily chosen. Since D ⊂ (D \N)∪N ,

by point (ii) of Lemma 6.1 we infer that γ(D \ N) ≥ j, that is D \ N ∈ Bj,β. But then, by the
definition of ej = cj , we have that (D\N)∩Eβ,ej 6= ∅, where Eβ,ej is the superlevel set {Eβ ≥ ej}.
For the closed σ-invariant set F := Eβ,cj \N , we deduce that F ∩D 6= ∅ for every D ∈ Bj+p,β .

Let now {Dn} be a minimizing sequence for ej+p. Arguing as in the beginning of the proof of
Proposition 3.9, we can suppose that Dn ⊂ Pβ for every n. Moreover, arguing as in the proof
of Lemma 6.3, we can assume that any (u, v) ∈ Dn is such that u, v ≥ 0. Therefore, applying
Theorem 7.2 in [10], we deduce that there exists a Palais-Smale sequence {(ũn, ṽn)} for Eβ on S
at level ej+p with the properties that

(6.2) distH1(R3,R2)((ũn, ṽn), Dn) → 0, and distH1(R3,R2)((ũn, ṽn), Eβ,ej \N) → 0.

Notice in particular that, sinceDn is compact, the first condition implies the existence of (wn, zn) ∈
Pβ with the properties (a) and (b) of Proposition 3.11 (for the property (b), we can argue as in
the proof of Proposition 3.9, using the fact that the level ej = cj is finite), and satisfying also
wn, zn ≥ 0 a.e. in R

3 for every n. Thus, Proposition 3.11 ensures that sn = s(ũn,ṽn) tends to 0
as n → ∞, and that (un, vn) = sn ⋆ (ũn, ṽn) is a Palais-Smale sequence for Jβ at level ej , with
(un, vn) ∈ Pβ for every n, and u−n , v

−
n → 0 a.e. in R

3. Since ej = cj 6= ℓ, Proposition 4.2 implies
that (un, vn) → (u, v) ∈ K+

c strongly in H1, up to a subsequence.
We are finally ready to reach a contradiction. On one side, by Lemma 3.5, we have (ũn, ṽn) =

(−sn) ⋆ (un, vn) → (u, v) ∈ K+
c up to a subsequence, and in particular

distH1(R3,R2)((ũn, ṽn),K+
c ) → 0;

but on the other side, by (6.2), there exists C > 0 such that for every n large

distH1(R3,R2)((ũn, ṽn),K+
c ) ≥ inf

(w,z)∈Eβ,ej
\N

distH1(R3,R2)((w, z),K+
c )− o(1) ≥ C

by definition of N , a contradiction. �
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7. Completion of the proof of the main results

Combining Proposition 4.2 and Lemmas 6.3 and 6.4, the only fact that one has to check in order
to obtain Theorem 1.1 is that

ℓ < c2,β ≤ . . . ≤ ck+1,β < mσ
β for β < βk.

Only the first inequality ℓ < c2,β is not obvious. This is a consequence of the following statement.

Lemma 7.1. There exists δ > 0 such that the nonnegative closed sublevel set

Jℓ+δ
P+

β

:=
{
(u, v) ∈ Pβ : u, v ≥ 0 a.e. in R

3, Jβ(u, v) ≤ ℓ+ δ
}

has genus 1.

Proof. We claim that for every ε > 0 there exists δ > 0 such that (u, v) ∈ Pβ, u, v ≥ 0 a.e. in R
3

and Jβ(u, v) ≤ ℓ+ δ implies

(7.1) either ‖u− w0‖H1 + ‖v‖D1,2 < ε, or ‖v − w0‖H1 + ‖u‖D1,2 < ε.

If this claim were false, then we would find ε > 0 and a sequence {(wn, zn)} ⊂ Pβ , wn, zn ≥ 0 a.e.
in R

3, such that Jβ(wn, zn) → ℓ and

(7.2) both ‖wn − w0‖H1 + ‖zn‖D1,2 ≥ ε, and ‖zn − w0‖H1 + ‖wn‖D1,2 ≥ ε.

Since {(wn, zn)} ⊂ Pβ, we have

Eβ(wn, zn) = Jβ(wn, zn) =
1

6
‖(wn, zn)‖2D1,2 → ℓ,

and hence {(wn, zn)} is a bounded minimizing sequence for Eβ on Eβ , see Lemmas 5.1 and 5.3.
By Ekeland’s variational principle, there exists then a Palais-Smale sequence {(ũn, ṽn)} for Eβ on
Eβ , with the property that ‖(ũn, ṽn) − (wn, zn)‖H1 → 0 as n → ∞. As a consequence, letting
sn := s(ũn,ṽn) and (un, vn) := sn ⋆ (ũn, ṽn), by Proposition 3.11 we have that {(un, vn)} is a Palais-

Smale sequence at level ℓ for Jβ on S, with (un, vn) ∈ Pβ for every n, u−n , v
−
n → 0 a.e. in R

3, and
sn → 0 as n→ ∞.

In order to describe the asymptotic behavior of {(un, vn)}, we observe at first that Proposition
4.2 is applicable, and hence one of the alternatives (i) and (ii) holds.

Let us prove that (ii) cannot occur. By (7.2) and the fact that ‖(ũn, ṽn)− (wn, zn)‖H1 → 0, we
have

(7.3) both ‖ũn − w0‖H1 + ‖ṽn‖D1,2 ≥ 3

4
ε, and ‖ṽn − w0‖H1 + ‖ũn‖D1,2 ≥ 3

4
ε.

Now, if alternative (ii) holds, we have for instance un → w0 strongly in H1(R3) and vn → 0
strongly in D1,2(R3). But using the fact that sn → 0, we deduce that also ũn = −sn ⋆ un → w0

strongly in H1, and ‖ṽn‖D1,2 = e−sn‖vn‖D1,2 → 0, in contradiction with (7.3).
This shows that necessarily alternative (i) in Proposition 4.2 holds true, i.e. (ũn, ṽn) → (uβ, vβ)

strongly in H1(R3,R2), where (uβ , vβ) is a positive solution to (1.1), and achieves the minimum of
Eβ on Eβ . Both uβ and vβ are strictly positive in R

3 by the strong maximum principle, and hence
∫

R3 u
2
βv

2
β > 0. But then, recalling (3.1),

ℓ = Eβ(uβ , vβ) > E0(uβ, vβ) ≥ inf
(u,v)∈E0

E0(u, v) = m0 = ℓ,

a contradiction again. This proves the validity of claim (7.1).
Let now ε > 0 so small that ‖u − w0‖H1 < ε implies ‖u‖D1,2 > ε. The above argument shows

that for any such ε there exists a small positive δ such that Jℓ+δP+ ⊂ D, where

D :=

{

(u, v) ∈ Pβ
∣
∣
∣
∣

either ‖u− w0‖H1 + ‖v‖D1,2 ≤ ε,
or ‖v − w0‖H1 + ‖u‖D1,2 ≤ ε

}

.
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By definition, we have that D = D1 ∪D2 with

D1 := {(u, v) ∈ Pβ : ‖u− w0‖H1 + ‖v‖D1,2 ≤ ε} , D2 := σ(D1),

and D1 ∩ D2 = ∅ by the choice of ε. Therefore, D is the disjoint union of two closed sets with
D2 = σ(D1), which implies γ(D) = 1. By the monotonicity property of the genus, point (i) in
Lemma 6.1, the thesis follows. �

Conclusion of the proof of Theorem 1.1. We omit the dependence of the quantities with respect
to β, which is fixed throughout this proof. Since we already know that ck ≤ ck+1 for every k ≥ 1,
in order to show the validity of the theorem we can simply prove that c2 > c1 = infP J = ℓ. By
contradiction, suppose that c2 = c1. Then there exists a sequence {An} ⊂ A2 with supAn

J → ℓ,
and in particular supAn

J ≤ ℓ+δ for every n sufficiently large. Let us consider the set |An|, defined
in (6.1). By point (iii) of Lemma 6.1, we know that γ(|An|) ≥ γ(An) ≥ 2 for every n; on the other

hand, observing that J(u, v) = J(|u|, |v|) for every (u, v) ∈ P , we deduce that |An| ⊂ Jℓ+δP+ , and

hence by point (i) of Lemma 6.1 together with Lemma 7.1 we have also γ(|An|) ≤ γ(Jℓ+δP+ ) = 1, a
contradiction.

It remains to show that, for β ≤ −µ = −1, we have J(uk, vk) → +∞ as k → +∞. Let us
introduce the generalized Morse index mP(u, v) of J |P in a critical point (u, v) as the dimension of
the negative and null eigenspace of the linearized operator d2J |P(u, v). Similarly we write m(u, v)
for the generalized Morse index of J on S. Observe that these differ by at most one because P is a
codimension one submanifold of S. In fact, m(u, v) = mP(u, v)+1, because the path t 7→ t∗(u, v) is
transversal to P , and J achieves its maximum along the path at t = 0. By [10, Corollary 10.5], the
min-max characterization of (uk, vk) yields an estimate on the Morse index (on the line of [1,20]),
and to be precise we have that mP(uk, vk) ≥ k. Now, let us assume that ck → c̄ < +∞. Then
the sequence (uk, vk) is a Palais-Smale sequence for J |P at level c̄ > ℓ made of positive functions.
Hence, by Proposition 4.2, it is convergent to a limit (ū, v̄), which is a positive radial solution to
(1.1) and has therefore finite generalized Morse index. This can be seen as follows. The gradient
∇uJ : S → TSa with respect to the standard scalar product in H1 is given by

∇uJ(u, v) = (−∆+ 1)−1
(
−∆u− u3 − βuv2 − λ1(u, v)u

)

where λ1(u, v) ∈ R is determined by the equation ∇uJ(u, v) ∈ TuSa, i.e.
∫

R3 u · ∇uJ(u, v) = 0.
Similarly we obtain

∇vJ(u, v) = (−∆+ 1)−1
(
−∆v − v3 − βu2v − λ2(u, v)v

)
.

Therefore the Hessian of J at the critical point (ū, v̄) in the direction (φ, ψ) ∈ T(ū,v̄)S is computed
as follows:

D2J(ū, v̄)[(φ, ψ), (φ, ψ)] =

∫

R3

(
|∇φ|2 + |∇ψ|2 − λ1(ū, v̄)φ

2 − λ2(ū, v̄)ψ
2
)

−
∫

R3

(
(3u2 + βv2)φ2 − (3v2 + βu2)ψ2 − 4βuvφψ

)
.

We have used the fact that
∫

R3 ūφ = 0 =
∫

R3 v̄ψ. Here λ1(ū, v̄), λ2(ū, v̄) are the Lagrange multi-
pliers of the solution (ū, v̄), hence they are negative. Therefore the first integral above is strictly
positive definite, whereas the second integral defines a quadratic form on T(ū,v̄)S ⊂ H1

rad × H1
rad

which is even defined, and continuous, on L4×L4. Since the embedding of H1
rad(R

3) into L4(R3) is
compact, the negative eigenspace and the kernel of D2J(ū, v̄) must be finite-dimensional, and
D2J(ū, v̄) is strictly positive definite on a subspace X+ ⊂ T(ū,v̄)S of finite codimension, i.e.

D2J(ū, v̄)[(φ, ψ), (φ, ψ)] ≥ c‖(φ, ψ)‖2 for some c > 0, and all (φ, ψ) ∈ X+. This, however, contra-
dicts the fact that m(uk, vk) → +∞, and completes the proof. �

Proof of Theorem 1.2. We can proceed exactly as in Section 3.4 in [6]. �
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